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During the last few years, there have been numerous changes concerning datasets for digital forensics
like the development of data generation frameworks or the newly released CFReDS website by NIST. In
addition, it becomes mandatory (e.g., by funding agencies) to share datasets and publish them in a
manner that they can be found and processed. The core of this article is a novel taxonomy that should be
used to structure the data commonly used in the domain, complementing the existing methods. Based
on the taxonomy, we discuss that it is not always necessary to release the dataset, e.g., in the case of
random data. In addition, we address the legal aspects of sharing data. Lastly, as a minor contribution, we
provide a separation of the terms structured, semi-structured, and unstructured data where there is
currently no consent in the community.
© 2023 The Author(s). Published by Elsevier Ltd on behalf of DFRWS All rights reserved. This is an open

access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Digital forensics, like many other domains, relies on data that is
available for research purposes and allows the reproducibility/
comparison of results (Garfinkel et al., 2009). Besides research,
Horsman and Lyle (2021) identified two additional areas where
datasets are utilized: training and education as well as tool/process
evaluation. While a research study by Grajeda et al. (2017) showed
that data is frequently not shared, nowadays it is often mandatory
to release the underlying dataset, e.g., funding agencies such as the
European Commission, Directorate-General for Research and
Innovation (2016), or the Swiss National Science Foundation
(2017) require it (there are exceptions for some datasets). Conse-
quently, researchers must develop a data management plan (DMP)
that follows the FAIR principles presented by Wilkinson et al.
(2016) ensuring that datasets are Findable, Accessible, Interoper-
able, and Reusable, by humans and machines. In summary, these
principles require that datasets can be found in common re-
positories and have a persistent identifier. It should be possible to
download them via standardized protocols, and they should
include descriptive information (metadata) that allows reusing it
tinger), alexandre.jotterand@
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(how the dataset was created/collected, system specifications, the
meaning of variables, etc.). Consequently, several repositories
listing forensic datasets exist which allow authors to post their own
sets and researchers to explore (presented in Sec. 3.1). However,
these repositories use different terms and terminology hampering
the searches.

In this article, we focus on two research questions that are
related to the FAIR principles:

RQ1 How can datasets be described to ensure findability?
RQ2 Under what circumstances can datasets be shared?

We argue that findability goes hand in hand with common
terminology, taxonomies, and classification schemes to organize
datasets. These should be used by researchers when releasing their
datasets, and within repositories to organize data/to enable
searches. Existing repositories primarily focus on the content of the
data where this article recommends two additional parameters:
organization and origin.1 Depending on the origin (e.g., real-world
data), restrictions may apply which prohibit sharing. Researchers
need to know these restrictions. Consequently, this article provides
the following contributions:
1 Note, in this context the term origin was first used by Grajeda et al. (2017).
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2 Examples include weather data, landforms, and military movements.
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C We summarize terms frequently used to describe datasets to
establish a common understanding. We especially describe
the differences between structured, semi-structured, and
unstructured data in Sec. 2 (RQ1) which we define as the
organization of data.

C We propose a new taxonomy in Sec. 4 which complements
existing taxonomies (e.g., CFReDS). A peculiarity is that it
focuses on how the data was created (its origin) which im-
pacts how the data can be shared (RQ1þ2).

C We outline existing legal restrictions that one must consider
before sharing data where our emphasis is on European law,
i.e., we focus on personal data (GDPR) and copyright/licenses
(RQ2, Sec. 5).

The remaining sections present the Background and related
work, a comprehensive discussion in Sec. 6, and ends with a
conclusion.

2. Terminology

The most basic differentiation of data is what we name the or-
ganization of data and falls into three categories: structured, un-
structured data, and semi-structured. However, there is no clear
separation between these terms which we address in Sec. 2.1.
Subsequently, we summarize Ground truth data and Metadata
which are terms that are also frequently used within digital fo-
rensics. The last subsection discusses the sensitivity of data, which
is data that must be protected, e.g., due to legal requirements.

2.1. Organization of data

Depending on the source, one differentiates between struc-
tured, unstructured, and semi-structured data whereas some
sources ignore semi-structured and consider it as structured or
unstructured data. Consequently, the differentiation between the
three is floating and not defined. As an example, Rizkallah (2017)
and Taylor (2021) list Email and video as unstructured data. In
contrast, a reviewer of this article argued that Email header fields
(from, to, cc, subject, etc.) can be queried and therefore are not
unstructured data. The same reviewer disputes that CCTV footage is
structured as the files have names indicating format, camera ID, and
time of recording intervals. This section discusses the three cate-
gories and defines criteria to distinguish between them.

2.1.1. Structured data
This is any data that conforms to a predefined structure, schema,

or type (Arasu and Garcia-Molina, 2003), i.e., the data is organized
and follows a specification. A common example is data that can be
placed in a relational database (Abiteboul, 1997) but also data that
has been defined through protocols such as the TCP/IP header in-
formation (only the TCP/IP headers but not the content!). Struc-
tured data can be separated into fields that can be accessed
separately (bigdataframework.org, 2019) and the content already
has a context. For instance, querying a database table for employee
names will return short strings representing names. Structured
data is generated by humans and machines and can be accessed by
both entities using defined queries. Depending on the data, queries
may allow us to gain new insights, e.g., by combining data or
‘joining’ it with other information (database perspective).
Commonly, a user is only interested in the content (data); the
container format (database, tables, etc.) is irrelevant (it only defines
how to access the data, e.g., via SQL queries, MS Excel, etc.).

Structured data is often converted into unstructured or semi-
structured data, e.g., personal information exported to different
formats for easier consumption. Once in its new format, it is hard to
2

track. Note, while the process from structured to unstructured is
easy, the inverse is difficult (one-way function).

2.1.2. Unstructured data
This describes data that is not organized and does not follow

predefined models. The data is often unsearchable (besides basic
string queries) and difficult to analyze. Note, unstructured data still
follows internal structures of the underlying file type/format, but
the data (content) cannot be converted into table format
(MongoDB.com, 2020). According to Rizkallah (2017) and Taylor
(2021), about 80% (some other sources even say 90%) of today's
data is unstructured. Many sources provide Email, PDF, audio,
video, and social media postings as examples of unstructured data
(e.g., Taylor (2021)). While mostly human-generated, it may also be
generated by machines, e.g., digital surveillance or satellite imag-
ery2 (MongoDB.com, 2020). Unstructured data is especially prob-
lematic for privacy as filtering, deleting, or anonymizing
information is complex, e.g., identifying a photo of a passport in a
large gallery. To tackle this challenge, artificial intelligence is used
to help process vast amounts of data. Unstructured data is often
accompanied by structured data or semi-structured data to ease
basic queries. For instance, pictures may include EXIF information,
or their filename reflects the date and time the picture was taken
allowing us to organize them in a timeline.

2.1.3. Semi-structured data
This type has certain organizational characteristics that facilitate

its processing such as tags or other markers to organize data which
may be included within the data itself (self-describing data
(Buneman, 1997)). Another feature is its flexibility: despite the
structure following a defined specification, it has optional fields and
no predefined min/max length. Common data structures and for-
mats associated with semi-structured data are trees (Buneman,
1997), JSON, XML, or NoSQL (Taylor, 2021). Compared to the other
two, it is fairly new but becomingmore important as it is frequently
used within the Internet of Things and the Web.

2.1.4. Distinguishing characteristics
The differentiation between types is often vague, e.g., some say

Email is unstructured data while others say it is semi-structured
data. Marr (2019) points out that emails can be seen as both.
While the content is unstructured, the header includes structured
information. Another example the author provides is pictures that
include metadata such as GPS coordinates, date/time, or device ID
(structured). When stored, a user may also add tags manually, e.g.,
vacation or birthday party. On the other hand, the content is un-
structured. Marr concludes that both are semi-structured as they
are a mixture of both types. We argue that

C the category is independent of the file type or format but
depends solely on the underlying data. Example: an Excel
sheet may contain structured, unstructured, semi-
structured, or no data. However, the file type or format
may help to decide what data it is.

C there are different perspectives on the data, i.e., why was the
dataset created/what may it be used for. Example: CCTV
footage may be considered unstructured if one is interested
in the content of the footage, but its metadata may be
considered structured (or semi-structured) and allows
finding all footage within a date range.

To differentiate, we define the following criteria:



3 For instance, a bootable Windows 10 image with an individual not possessing a
valid license.
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1. Is the data under consideration in a (relational) table or can be
converted into one?

If yes, then it is structured data.

2. If no, is the data under consideration in a markup language
format (e.g., JSON, XML), or can be converted into one?

If yes, then it is semi-structured data.

3. If not, it is unstructured data

Consequently, to differentiate between semi-structured and
unstructured, it must be possible to have a subset of the data that
can be converted into structured data. An example is provided in
Appendix A.

2.2. Ground truth data

Depending on the domain, the meaning of ground truth data
varies. In digital forensics, the term describes data that is well un-
derstood by the community which could be due to three reasons:

1. The data is completely fabricated which means software or a
human created it and documented the details. As it has been
created, a researcher knows the underlying data and there are
no inconsistencies or surprises.

2. The data is gathered from sources and then carefully analyzed.
The outcome of the analysis can be either a description, a la-
beling, or a clustering/sorting of the data. For instance, if the goal
is to create a dataset of rhino pictures, a script may be utilized to
crawl the web and download these images. A manual assess-
ment is necessary to ensure that there are only rhinos, a
description may be added if the dataset also includes albino
rhinos or animated rhinos, etc. Depending on the size of the
dataset, the assessment can be complex, time-consuming, or
even impossible.

3. There is no knowledge about the creation, but the dataset has
been thoroughly explored by one or more researchers. An
example would be the real-world dataset Enron (Klimt and
Yang, 2004) which consists of real-world data but has been
used (explored) in various research studies.

As pointed out by Roussev (2011), ground truth data allows
controlled studies while “it is infeasible to establish the ground
truth on any set of non-trivial size”.

2.3. Metadata

Metadata is data about data and has different meanings
depending on the context:

Metadata within a digital forensics context summarizes additional
information that is available for analysis besides the content data.
Buchholz and Spafford (2004) defined it as “all the data in the file
system that describes the layout and attributes of the regular files
and directories [.] such as timestamps, access control information,
file size, but also information on how to locate and assemble a file
or directory in the file system”. Today, it is more common to
separate metadata into two groups: internal and external (Berryhill,
2019). Internal metadata is stored within the digital object itself
and thus varies by file type. Examples are EXIF information in JPG,
or the author attribute in PDFs and Word documents. External
metadata, on the other hand, describes the information that is
found in other data structures. Examples are timestamps or access
rights which are part of the file system.
3

Metadata within data(set) context is information describing and
accompanying data or a dataset. According to the Swiss National
Science Foundation (2017), this includes how the data was
collected or how it may be reused. With respect to digital forensics,
it should also include detailed version numbers and utilized soft-
ware, e.g., the underlying system was a Windows 10 version 22H2
and the extraction was done using ABCDEFG version 10.8.1a.
Desirably, it includes a persistent identifier, creator name, and date.

2.4. Sensitivity of data from a research perspective

For many domains, sharing data means providing access to
structured information, i.e., data stored in tables. According to Li
et al. (2006), these tables consist of various columns (attributes)
and rows where each row corresponds to one individual. Attributes
can be separated into explicit identifiers/direct identifiers (DI), quasi-
identifiers/indirect identifiers (II), and sensitive attributes/data (SD).
When releasing data, SD is the element of interest and should not
be linkable to individuals (DI, II). For instance, a medical database
contains the name (DI), zip code, gender, birthday (all three are II),
diseases, and medication (both SD). For research purposes, SDmust
be retained, DI is deleted, and II is modified to protect privacy, e.g.,
shuffling the zip codes, and replacing birthday with an age range
such as 60e70 (these ‘modification techniques’ are summarized in
Appendix B). Majeed and Lee (2020) introduced non-sensitive at-
tributes such as eye color. This data is often not/less relevant (and
not collected) but if it exists, it can be published as is (as long it
cannot be linked to the data subject; see Sec. 5.4).

Concerning digital forensics, the nature of data is broader, and
the community often shares semi-structured or unstructured
data. We, therefore, propose the following (based on Garfinkel et al.
(2009) and Majeed and Lee (2020)):

Direct identifiers (DI) can directly identify an individual such as
name, social security number, email, or phone number. Usually,
this data must be removed completely from the dataset.
Indirect identifiers (II) which, when linked with auxiliary in-
formation or querying additional sources, may reveal the iden-
tity such as age, gender, race, zip code, IP, license plate, patient
ID, or credit card number.
Sensitive data (SD) describes the information that someone
does not like to share, e.g., personal files, passwords, video
footage, or chat messages. It is therefore broader than the
concept of sensitive personal data (or special categories of data)
in data protection laws (e.g., in Art. 9 GDPR).
Illegal & protected data (IPD) is a different form of sensitive
data and describes data that should not (cannot) be shared. This
includes intellectual property, child sexual abuse material (or
pornography to minors), copyright concerns, or missing license
agreements.3

Non-sensitive data (NSD) includes all other information and
can be published as is, e.g., operating system log files, smart-
phone model, freeware installed, or the number of received
spam emails per day.

DIs are always personal data. In contrast, the others categories
will only be deemed personal data if they can be linked to an in-
dividual (see Sec. 5.4), e.g., with the help of contextual information
available in the environment in which the data is used (Jotterand,
2022).

While external metadata can be mostly seen in NSD, internal
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metadata (depending on the data) may be considered DI or II and
thus have to be used with caution.

In most countries, research involving human subjects (which
includes the collection of personal data) requires the approval of an
Institutional Review Board (IRB) or an Ethics Commission. As reg-
ulations and requirements for obtaining approval can vary between
countries, discussing this is beyond the scope of this article.

3. Background and related work

Before discussing the taxonomy, it is important to know how
data is currently shared (Sec. 3.1), the idea of data generation
frameworks (Sec. 3.2), and frequently used terms to describe the
origin of data (Sec. 3.3).

3.1. Data repositories

The three most prominent platforms listing datasets (according
to our opinion) are briefly summarized in this section. Other ex-
amples could be the digital forensics challenges from DFRWS or the
Digital Forensics Tool Testing Images4 from Brian Carrier.

3.1.1. Digital corpora
The digital corpora (https://digitalcorpora.org) is a website first

presented by Garfinkel et al. (2009) and is a collection of various
datasets for use in computer forensics education research. The
website provides freely available datasets as well as real datawhere
the use is possible under a special arrangement. The website sep-
arates the data into five major categories:

C Cell phone dumps
C Disk images
C Files
C Network packet dumps
C Scenarios

In addition, there is the possibility to directly search the S3
bucket where the datasets are hosted. However, the bucket orga-
nizes the data slightly differently and uses the following di-
rectories:

A special characteristic of the digital corpora is that most data-
sets come with comprehensive descriptions, i.e., metadata. For
instance, the 2019-owl scenario comes with a short scenario
description as well as Documentation from Creation of Owl Sce-
nario.zip which includes several project logs. Unfortunately, the
metadata is not consistent in terms of format or content between
the available datasets. It also does not seem to be indexed by the
search functionality, e.g., the logs contain “Skype”while a search for
4 https://dftt.sourceforge.net (last accessed 2023-06-04).

4

Skype fails.
3.1.2. Datasets for cyber forensics
This repository was presented by Grajeda et al. (2017) and is

available at datasets.fbreitinger.de. Compared to the digital corpora
where the authors release their own datasets, this website is a
collection of datasets: the authors reviewed numerous articles and
performed online searches. As a result, this website includes
datasets from various sources including the digital corpora.

The core of the website is a table with 7 columns (dataset type,
available datasets, total size, origin, source, date, andmore info) and
currently includes 82 entries. The dataset type is a short description
of the set and one of the following categories: APK, Apple iPod disk
image, chat logs, database, different types of files, computer mal-
ware, email datasets, hard disk images, leaked passwords, media
(pictures or video), mobile malware, network traffic, ram dumps,
SD card images, smartphone images, SIM images, USB images,
Video Game Console images, WiFi Traffic, and Text. The origin
column describes how the dataset was created and can be user-
generated, experiment-generated, or computer-generated (details
see Sec. 3.3).
3.1.3. Computer forensic reference DataSet portal (CFReDS)
The CFReDS project by NIST is the third repository and includes

data produced by NIST, often from the CFTT (computer forensic tool
testing) project, as well as datasets contributed by other organi-
zations and individuals. CFReDS v1.0 was similar to the digital
corpora and included a list of various scenarios/datasets each
linking to a new website that includes detailed information about
the dataset.

In 2021, CFReDS v2.0 was rolled out which included a major
update of thewebsite layout as well as the included datasets. To the
best of our knowledge, this is the most comprehensive collection
and includes listings from the digital corpora (Sec. 3.1.1) and the
datasets for cyber forensics (DCF, Sec. 3.1.2) repository. The new
version is more like the DCF repo and includes a searchable table
with multiple columns, with the ‘Title’ and ‘Tag’ columns in
particular making it easier for the end-user to search for data. The
title can be freely chosen and is similar to the dataset type in DCF.
Examples are ‘basic memory images’ or ‘Media samples 3 (pic-
tures)’ but may also describe the scenario like the ‘Russian Tea
Room’.5 The tag-column allows filtering for datasets based on the
CFReDS taxonomywhere the first two levels look like the following:

Data/Forensic related: Databases; Date, Time & Place Analysis;
Email Search; Evidence Collection & Integrity Management; File
Recovery; Internet; Multimedia; Social Media & Messaging;
String Searching; File type
IT System Type: File system; Other Devices & Systems; PC &
Operating System; Phone, Mobile & Tablet
Simulated Cases/Scenarios: Data Leakage; Hacker Case; M57…

(there are several other cases)

Most entries have additional subcategories, e.g., Internet in-
cludes Browser, Cryptocurrencies, Peer To Peer File Sharing, Search
History, and Telecommunications. The granularity goes down to the
file type, e.g., tags such as MP3, ZIP, or JPEG are possible.
5 These are often terms that have established themselves in the community as
the scenarios have been around for several years. Other examples are the M57, the
National Gallery DC Scenario, and Rhino hunt.

https://digitalcorpora.org
https://dftt.sourceforge.net
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3.2. Data generation frameworks

Data generation frameworks, a.k.a. synthesis frameworks, are
complex software tools that allow the creation of digital forensic
datasets. Depending on the framework or software, some create
complex cases (scenarios) while others focus on one particular
aspect. One of the first frameworks is Forensig2 by Moch and
Freiling (2009, 2011) which creates disk images. It can be config-
ured to simulate user behavior such as copying or deleting files.
Over the years, other frameworks have been released such as the
computer forensic test image generator (ForGe) by Visti et al.
(2012), EviPlant by Scanlon et al. (2017), and TraceGen by Du
et al. (2021). The most recent framework is ForTrace by G€obel
et al. (2022) which can be seen as a multi-layer framework that
can generate disk images, memory dumps, and network traffic.
G€obel et al. also provides a good overview of existing frameworks.

Compared with manually created data, these frameworks have
two advantages. First, they can be used for mass generation (e.g.,
creating 30 images at once), and second, they log their activity
which represents the ground truth. For instance, Moch and Freiling
(2009) state that “file system image that can be analysed by stu-
dents within exercises on forensic computing. The analysis results
of the students can then be compared with the ‘truth’ encoded in
the input script”.
3.3. Random, synthetic, experiment generated, and real-world data

Garfinkel et al. (2009) differentiate between categories of data,
where they proposed using sensitivity as the deciding factor. Their
taxonomy includes the following five categories: (1) Test data, (2)
sampled data, (3) realistic data, (4) real and restricted data, and (5)
real but unrestricted data. ‘Test data’ and ‘realistic data’ are artifi-
cially constructed sets where the latter is more complex and similar
to what practitioners may encounter. ‘Sampled’ is a subset extrac-
ted from a larger source, e.g., randomly downloaded data. The last
two categories are “created by actual human beings during activ-
ities that were not performed for the purpose of creating forensic
test data”. As these sets may contain personal data or protected
content, access may or may not be restricted (more details in Sec.
5).

In contrast, Yannikos et al. (2014) differentiate between real-
world data, such as the Enron dataset, and synthetic data. In the
latter case, the authors separate between ‘manually reproducing
real-world actions’ and ‘tool-supported synthetic data corpus
generation’.

Grajeda et al. (2017) researched the availability of datasets for
digital forensics and categorized available data into the following
three categories: (1) Experiment-generated which describes data
created by humans through scenarios and experiments; (2) user-
generated data which refers to real-world data; and (3) computer-
generated datawhere the data has been created through algorithms
or/dev/urandom. However, the authors remain vague when sepa-
rating between (1) and (2). For instance, the authors list mobile
device images that were created over 3 months as ‘user-generated
data’ which could also be experiment-generated data.
4. Forensic dataset taxonomy

This section presents a novel taxonomy that can be used to
classify data. Instead of focusing on the content/type of the data
(e.g., HDD images or network traffic), it focuses on how the data
was created and complements taxonomies such as the one pro-
posed by CFReDS.
5

4.1. Methodology

To create an appropriate taxonomy, we followed a three-step
procedure:

1. We first read related literature to identify terms that have been
frequently used in literature. The references have been dis-
cussed in Sec. 3.3.

2. Next, we reviewed the three existing repositories described in
Sec. 3.1 to see what data has been released and how it was
created where we again focused on the used terminology.

3. Lastly, we consulted dictionaries and blogs to find terms used in
other domains.

Findings were then combined with the aim to stick as close as
possible to the existing terminology but also provide a clear sepa-
ration between the various datasets.

4.2. Terms and definitions

Within our taxonomy, wewill use certain terms which we think
require a discussion beforehand as they are used within digital
forensics as well as other disciplines with slightly different mean-
ings. We aim to utilize terms that are already established within the
community but are also widely used. After consulting numerous
blogs, websites, and articles, we made the following choices:

Artificial data vs. Synthetic data.Artificial data (AD) is any data
that is created by software and can be seen as the most general
term. Synthetic data, on the other hand, is often seen as a subset of
AD that aims to mimic real data. Some sources differentiate be-
tween artificial data and synthetic data while other do not. In
digital forensics, the term synthetic data seems more common and
thus will be used by us. A more thorough discussion and examples
are in Appendix C.

Subcategories of synthetic data.Many terms are used in literature
to describe subcategories of synthetic data: fully synthetic, partially
synthetic (or hybrid), simulated, generated, rule-based data gen-
eration, and several others. While some of these terms can be used
interchangeably, some differ in nuances. Out of the termswe chose,
especially two require an additional discussion:

Rule-based data generation (a.k.a. generation) describes the
process of generating data following strict rules and thus the
data-generation process is often deterministic (i.e., outputs will
have identical hashes). One may think of it as a software
(function) accepting one or more arguments and returning the
data sample. An example would be test data for a file carver.
Input arguments are an empty disk image formatted in FAT32
and several JPGs. The software cuts the JPGs into pieces, places
them somewhere in the image (it may manipulate the FAT table
or bitmap), and returns the disk image.
Simulation, in contrast, is often non-deterministic, and thus the
ground truth is vaguer. Instead of following rules, these simu-
lators rely on other functionality that they call in sequence. In
the case of the file carver data, a simulator mounts the disk
image, uses the copy command to place the data on the disk, and
then deletes (rm) files. The process may be repeated several
times to ensure fragmentation.

In digital forensics, simulators seem to be more common.
However, making this differentiation is important as it impacts the
ground truth. For the former, the ground truth is a very detailed list
where the pieces of each image can be found (down to the offsets).
We know the exact content of the FAT/Bitmap. This granularity may
be required to test stringmatching, carvers, or parsers. On the other
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hand, simulation provides a less detailed ground truth. One knows
that X images should be found but we do not know if they are
fragmented and where the fragments reside. The process is also
often not deterministic, i.e., creating two images will likely be
different.

Deterministic.When deciding if the data generation is deter-
ministic or not, it is important to first decide what the relevant data
is. As an example, let us assume zip file carver. A function accepts
files and a disk image, zips the files, splits them, and places them
inside the image. Given that zipping is non-deterministic (hashing
the same file twice produces different hashes), the resulting images
will be different. However, from the carver's perspective, they will
be identical and thus should be seen as ruled-based data genera-
tion. A similar scenario is network traffic where identical requests
are sent but timestamps differ.

4.3. Proposed taxonomy

Given the previous classifications, we propose the taxonomy
depicted in Fig. 1 where data is either synthetically (artificially)
generated or created by humans. More detail may be added in the
future, e.g., when we better understand what AI can contribute.
Detailed descriptions are provided in the following:

Synthetic data describes any data that is created by software
with a certain degree of autonomy, i.e., a user may adjust settings or
may define a playbook, but the heavy lifting is done by software.
Ideally, the software documents the data (ground truth) in some
machine-readable format which can then be used for evaluation
Fig. 1. Visual representation of the proposed taxonomy.
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purposes and is developed so that it supports pseudo-random
behavior. Sharing the dataset may not be necessary to reproduce
results if the software and settings are released.

Random data is a special case of synthetic data originating from a
(pseudo-)random source6 where the generation may or may not be
deterministic (e.g., through the utilization of a seed). The actual
data is often not relevant but more the fact that it is unique. For
instance, one may place a random sequence in a memory dump to
validate a parser. Random sequences are also used to mark the
beginning and end of something or to do some initial assessment.
Researchers are more interested in finding the offset/location
wherefore the data has to be unique but the content is irrelevant for
reproducibility. It is not necessary to keep/provide the data but
describe the methods of how it was created or provide the algo-
rithm and size/length. Consequently, it is usually not shared.

Rule-based data generation, as described in the previous section,
is mostly deterministic and allows a very detailed description of the
ground truth which makes it ideal for forensic tool testing. On the
other hand, it is impractical for complex datasets such as full sce-
narios. It must be decided whether it is worth the development or
whether the dataset should be created manually (human).

(Computer) Simulated data follows a process and relies on
existing functionality which makes it practical for any complexity
of data generation. It is often not deterministic due to some
(pseudo-)random behavior of the utilized tools, e.g., the allocation
mechanism of the file system, varying timestamps, or security
features (e.g., random initialization vectors). Ground truth (meta-
data) is more general but sufficient depending on the use case. An
example would be event reconstruction where the ground truth
does not need to contain the events down to the nanosecond.

Test vs. scenario: Simulators may only produce specific data
(e.g., a network capture) or complex scenarios comprising
several different artifacts (e.g., network capture, memory dump,
and disk images). Consequently, if only one type (format) is
returned, it is test data and otherwise scenario.

AI-generated data can be deterministic or non-deterministic,
depending on how they are designed and trained. As of now, they
are not common in the digital forensics community, but we likely
see them soon. Examples would be AI systems that return text (e.g.,
ChatGPT OpenAI (b)) or images (e.g., DALL$E 2 OpenAI (a)).

Human driven dataset creation describes data that is the result
of one or more humans interacting with a system. This data is
unique, and datasets should be shared (if there are no legal con-
cerns) to ensure the reproducibility of results and to allow com-
parisons. Metadata is created manually, and the granularity
depends on the dataset author(s).

(Human) Simulated data is the equivalent of synthetic simulated
data and summarizes datasets that are created by one or more
researchers to test or validate the functionality of the software.
Currently, this is the most common category found. Test data ex-
amples range from network captures of one HTTP connection (PCAP
file) to complex sets such as the corpora of 77 SQLite files where
“every single database file was specifically crafted and has at least
one peculiarity” (Nemetz et al., 2018). Scenario data, on the other
hand, has a higher complexity, is generated over a longer time
frame, or is based on real scenarios (as it tries to mimic them). The
result is not a single category of files but often disk images (con-
taining all sorts of data) or full scenarios.
6 Examples to generate this data include a random bitstream from/dev/urandom
or a program that creates text files with random text, i.e., a text of random letters
given an alphabet.
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Experimental data requires a group of actors to produce the data
and is orchestrated by one individual/a small group. Participants
are informed upfront about the purpose of their activity and the
dataset generation. It is recommended that they sign an agreement.
An example is the dataset provided by Guido et al. (2016) who
collected smartphone user data from 34 participants over the
duration of three months. In the case of a larger experiment, all
participants should provide documentation that may be
comprehensive.

Real-world data follows Garfinkel et al. (2009) description and
refers to data created by humans with no intention to create a
forensic dataset. Examples are the Enron dataset, malware samples,
or Fraud detection dataset7 but also data sold on the dark web. This
data may include sensitive or even illegal content and should be
used with caution. Garfinkel et al. discuss challenges with real-
world data in Sec. 2.4 and 3.2. Metadata cannot be provided as
the set is unknown. The more researchers use the corpora, the
better it will be understood.

4.4. Application

Our proposed taxonomy complements existing ones such as
CFReDS and should be used within the metadata to describe the
underlying dataset. An example in JSON format could be as follows:

While sometimes information may be redundant, there are
cases where it is not and it will allow researchers to find the most
appropriate dataset: Email could be real-world such as Enron, as
well as human or synthetically generated. The proposed termi-
nology also allows researchers to describe their experiment, e.g.,
our picture classification algorithmwas tested based on 100000 AI-
generated images.

5. Legal barriers to sharing data

Data sharing in the field of digital forensics can be hindered by
legal barriers. This section identifies the main legal concepts that
may restrict data sharing, focusing on privacy and copyright.

5.1. Data ownership, control, and sharing restrictions

Before sharing data, it is important to understand if and how it is
protected and who owns (or can exercise rights over) it. However,
there is no harmonized concept of data ownership worldwide or in
Europe (European Commission and Directorate General for
Communications Networks, Content and Technology, 2016).
While at the semantic level, the information to which data relates
can be protected by a special law, such as intellectual property law
or trade secrets, no such protection is universally granted to the
data itself. As a result, data can generally be freely used and shared
by the person who has effective control over it. For example, data
which is generated by a researcher as part of an experiment is
factually controlled by the researcher, who can in principle freely
7 This is a set containing anonymized credit card transactions labeled as fraud-
ulent or genuine and can be found on Kaggle: https://www.kaggle.com/datasets/
whenamancodes/fraud-detection.
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decide if and how to use it. There are, however, three main cate-
gories of legal barriers that may impede this freedom: (1) as
mentioned above, the data at its semantic level may be protected by
copyright or another special law (such as patent, databases sui
generis rights, or trade secrets); (2) even if the data is not protected
by a special law, contractual provisions may restrict how the data
can be shared; (3) lastly, privacy or data protection laws may
impose rules and restrictions on the sharing of personal data.
5.2. Special law: copyright and its limitations

Copyright and other intellectual property rights grant their
holders certain prerogatvies. While it is not the only special law to
do so (e.g., trade secrets or the EU database directive also grant
some rights), it is the most relevant legal concept in the present
context. We will therefore focus on copyright hereafter.

Copyright law grants the copyright holder moral and exclusive
property rights for a relatively long period (generally at least 50
years after the death of the author), such as the right to decide if
and how their work may be communicated to the public, repro-
duced, adapted, or modified (Berne Convention, 1979). As a result,
copyrighted content can generally only be shared with the
permission of the copyright holder, unless an exception applies.
However, copyright does not apply to all data but only to ‘original
works of authorship’, i.e., any human-made production in the lit-
erary, scientific, and artistic domain, whatever the mode or form of
its expression (Art. 2(1) of the Berne Convention). This may include
for example images, videos, and software code both in object and
source code. Although each national law defines the threshold of
originality required to benefit from copyright protection, it is
generally understood to be low. In addition, national laws may
protect content that has no individual character or originality at all,
as is the case in Switzerland for photographs (Art. 3bis Swiss Fed-
eral Act on Copyright and Related Rights by the Federal Assembly of
the Swiss Confederation (1992)). Since protection is automatically
granted when the work is published, without the need for regis-
tration, it is not possible to check a public registry to ascertain if a
dataset contains copyrighted elements.

Copyright is subject to a fundamental limitation (for the time
being at least) that is highly relevant in the context of digital
forensic: under most current national laws, a work created without
sufficient human intervention will not be protected by copyright
(United States Patent And Trademark Office (USPTO), 2020; Court of
Justice of the European Union, 2009). Accordingly, works created by
a machine without sufficient human intervention, such as AI-
generated content, are generally deprived of copyright protection.
In the context of digital forensics, this means that synthetic data
will generally be deprived of copyright protection (and, conversely,
free of copyright claims) but may still be subject to other re-
strictions such as licenses. Copyright will remain a potential barrier
in the presence of human-driven datasets, and in particular real-
world data (although human simulated data may potentially be
subject to copyright protection, we assume that the copyright will
be owned by the same researchers who wish to share the dataset,
and who will therefore consent to share; we further assume that
copyright will often not be relevant in the context of experimental
data, or that consent will be easy to obtain). It follows from the
above that while copyright lawmay apply to the sharing of forensic
data, it will mainly be the case in presence of real-world data. As we
will see later (Sec. 6.1) legal limitations to copyright, such as the U.S.
‘fair use’ doctrine, may in such cases allow researchers to share
copyrighted content without having to obtain the consent of the
copyright holder(s).

https://www.kaggle.com/datasets/whenamancodes/fraud-detection
https://www.kaggle.com/datasets/whenamancodes/fraud-detection
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5.3. Contractual restrictions

In presence of data that is not protected by copyright or another
special law, the question arises whether the researchermay impose
licensing terms restricting its use. In RyanAir vs PR Aviation, the
Court of Justice of the European Union (2014) ruled that one may
contractually impose restrictions on how data, which is not pro-
tected by a special law, may be used. In that case, however, the
existence of a valid contract was not disputed (one had to click to
accept the legal terms before accessing the content). To the extent
the data is made accessible on a repository, which is publicly
available, the question of the valid acceptance of a license or con-
tract may arise, making it potentially difficult to impose contractual
restrictions.

5.4. Personal data

Depending on the regulations and the domain, various terms
have established themselves. In the EU the term personal data is
used which is described in the following. Note, Personal Identifiable
Information (PII) as described by (McCallister et al., 2010, NIST) is a
US concept and similar to the European concept of personal data.

Within the privacy domain, a finer granularity is used such as
direct (explicit) identifiers and indirect (quasi) identifiers are
widely used (explained in Sec. 2.4).

Privacy laws/GDPR: Privacy laws grant rights to individuals
which may restrict how information that relates to them may be
used and shared. In the EU the GDPR (Council of the European
Union and European Parliament, 2016), for instance, requires that
any processing of personal data (including its use and sharing) is
justified by a lawful basis such as consent, a legal obligation, or an
overriding legitimate interest (Art. 6 GDPR).

Personal data, anonymous data, and pseudonymization: Personal
data is information relating to an identified or identifiable natural
person (Art. 4(1) GDPR). Whether data can be linked to an identi-
fied or identifiable natural person depends on the data itself and
the environment in which it is shared (Elliot et al., 2020). This
means that the same data may be anonymous information for one
entity, but personal data for another if it holds additional infor-
mation enabling it to identify the concerned individuals (Jotterand,
2022).

The concepts of data anonymization and data pseudonymiza-
tion both refer to the action of processing personal data in such a
manner that it can no longer be attributed to a specific data subject
without the use of additional information. In the case of anonym-
ization, the reference to the person is irreversibly removed, while in
the case of pseudonymization, it is only reversibly removed (a key,
or assignment rule, being retained to enable re-identification)
(Castelluccia et al., 2022).

GDPR will only apply to personal data, i.e., it will not apply to
anonymous information. This includes information that is technical
by nature (e.g., weather data), information that is synthetically
generated (Castelluccia et al., 2022), or personal data that is
appropriately anonymized. Because the link to the individual is
only reversibly removed, pseudonymized data will be deemed
personal data and the GDPR will fully apply to it (Recital 26 of
GDPR).

6. Discussion

The introduction raised the research question “Under what cir-
cumstances can research data be shared?” which is discussed below
based on our taxonomy.

In general, data can be shared unless it contains personal data, is
protected by a special law, or is subject to contractual restrictions.
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Consequently, any synthetic data and human simulated data gener-
ated by research can generally be shared without legal barriers,
since it is unlikely to contain any such problematic content. In
contrast, experimental data and real-world data are more likely to
present risks of containing personal data or copyrighted content.
Note, synthetic data can be shared but it may not always be
necessary. If the data can be reproduced, sharing the software and
settings to generate the data may be sufficient and efficient (e.g.,
less space).

6.1. Sharing restricted content (copyright and contractual
protection)

Copyright protection: As stated above, copyrighted content (such
as images or software code created by humans) may generally only
be shared with the consent of the copyright owner(s), unless an
exception applies. This consent may be obtained in a variety of
ways, including through specific waivers granted by the copyright
holder on a case-by-case basis, or through licenses granted by the
copyright holder. Common examples of such licenses include the
Creative Commons family of licenses8 or the licenses developed by
the Open Knowledge Foundation.9 Researchers should review the
terms of these licenses to determine whether they are permitted to
reuse and share specific data.

Copyright limitations: The use and sharing of copyrighted ma-
terials may, however, be legally permitted in some circumstances
without the need to obtain the consent of the right holder(s).
Indeed, national laws on copyright place various limitations on the
owner's exclusive right to determine how their work may be used.
One such limitation is the U.S. ‘fair use’ doctrine under which a
copyright holder may not prevent another person from making a
‘fair use’ of a copyrighted work, such as using the copyrighted work
for research purposes (17 U.S. Copyright Act x107 U.S. Copyright
Office (2022)).

The ‘fair use’ doctrine is interpreted based on four guiding fac-
tors outlined in the U.S. Copyright Act's fair use provision: the
purpose and character of the use; the nature of the copyrighted
work; the amount and substantiality of the portion used in relation
to the copyrighted work as a whole; and the effect of the use upon
the potential market for or value of the copyrighted work. In a
recent landmark case, the U.S. Supreme Court (2020) confirmed
that the fair use doctrine applies to computer programs. In Europe,
Directive 2001/29/EC of the European Parliament and the Council
of the European Union (2001), in conjunction with Directive (EU)
2019/790 of the European Parliament and the Council of the
European Union (2019), lists several optional or mandatory ex-
ceptions or limitations to some of the author's exclusive economic
rights, including the use of the work for teaching, research, or
private study. Determining whether such a limitation of the
exclusive rights of the copyright owner may be asserted requires a
case-by-case analysis. Accordingly, it may be permissible to share
datasets that contain copyrighted material without having to
obtain the consent of the right holder. This may require legal
expertise, given the complexity of the issue, and researchers should
be advised to evaluate such statutory limitations carefully before
relying on them to share data.

Contractual restrictions: As we have seen, contractual re-
strictions that limit the use and sharing of datasets may apply even
when the dataset or the data itself is not protected by a special law.
Those contractual restrictions may stem from general terms and
conditions that must be accepted prior to being allowed to access

https://creativecommons.org/
https://opendatacommons.org/licenses/
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the dataset. Researchers should thus be cognizant of these
contractual restrictions prior to sharing the datasets. They are
advised to use repositories that comply with the FAIR principles
and thus offer clarity of the licensing status (such as by relying on
an open-source license).

6.2. Sharing data under GDPR

Researchers who wish to share experimental data or real-world
data should ensure that the data is fully anonymized (e.g., by
aggregating the data or removing any direct and indirect identi-
fiers; see Sec. 2.4). However, it will often not be possible to fully and
irreversibly anonymize a dataset. In such cases, researchers will
need to comply with the restrictions of GDPR, including ensuring
that they have a lawful basis for processing the data, such as the
valid consent of the concerned individuals.

6.2.1. Sharing experimental data
Although the data is experiment generated, it cannot be guar-

anteed that it does not contain personal data. For instance, Woods
et al. (2011) mention that during the scenario creation, actors
accidently logged into a personal account. As the data can be shared
if consent/authorization from third parties is given, it is wise to
always do so and note it in the accompanying metadata.

6.2.2. Sharing real-world data
As for experimental data, if consent can be obtained, then the

data can be shared. Alternatively, it has to be ensured that the data
is anonymized. Consequently, this boils down to the question can
we anonymize real-world data where the short answer is no.

Let us consider structured and unstructured data (including
semi-structured data) as well as anonymization through modifi-
cation and adding noise (differential privacy). Currently, the only
combination providing guaranteed privacy is structured data plus
differential privacy (Dwork, 2008; Kurakin, 2022).

Modifying structured data: Despite all research, several cases are
knownwhere wrongfully conducted anonymization resulted in the
re-identification of individuals (Agencia Espanola Proteccion Dats,
2021). For instance, Sweeney (2000) linked hospital data with
voter registration using ZIP, birth date, and gender. Another
example is the Netflix prize dataset where Narayanan and
Shmatikov (2008) de-anonymization the subscribers by linking
records with IMDb. There aremanymore examples. The difficulty is
to predict what newdatasets will be available in the future allowing
linkage attacks.

Modifying unstructured data: Anonymization techniques are
difficult to apply to unstructured data apart from a few cases, e.g.,
one can develop regular expressions to identify identifiers in text
such as email addresses or credit card numbers. However, identi-
fying names or sensitive information in formats such as images or
voice is not trivial. Depending on the amount of data, the ano-
nymization is either done using artificial intelligence or manual
work where both have limitations. For instance, let us consider the
anonymization of legal documents which has been discussed by
Cs�anyi et al. (2021). The authors highlight several challenges
including linking attacks for these documents. A more specific
example is provided by Vokinger and Muehlematter (2019) who
successfully conducted an attack against anonymized legal cases in
Switzerland. McPherson et al. (2016), on the other hand, showed
that obfuscation techniques such as pixelation or blurring can be
reverted by modern image recognition methods. Lastly, AI does not
(yet) have 100% accuracy.
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Unstructured data and differential privacy: This is an area
receiving more attention recently and has been summarized by
Zhao and Chen (2022). As of now, the major challenge is that there
is no general DP approach for unstructured data and each format
must be processed separately, i.e., DP for images, DP for texts, etc.
Operations are often complex and time-consuming. While this
might be a viable option in the future, more research should be
done especially with the question: how does it impact forensic
research?
6.3. Utilizing real-world data

While it is challenging to share real-world data, there are in-
stances where real-world data is released or can be collected and
then can be utilized. Garfinkel et al. (2009) define those datasets as
real but unrestricted and provide examples of “photos that can be
downloaded from the Flickr photo sharing website and user pro-
files on Facebook.” Another example is data that has intentionally
been decommodified, e.g., through a court order such as the Enron
dataset.
7. Conclusion

Generating and sharing data is essential to progress and to allow
the comparison of results. Fortunately, we see that on the one hand,
more data generation frameworks are developed and that re-
searchers start to share their data e voluntarily or because they are
required to by funding agencies. With more and more data being
released, it is essential to understand when data can (cannot) be
shared and to develop taxonomies and classifications allowing to
search for needed datasets. In this article, we proposed a novel
taxonomy (origin) that complements existing ones that primarily
focus on the content of the dataset. We suggested that metadata
should include the organization of the data (i.e., structured, semi-
structured, or unstructured), the origin (our taxonomy), and con-
tent tags like those used by CFReDS. Based on the origin, we
highlighted legal considerations and conclude that the dataset
creator should obtain consent (including providing their own
consent) as well as be careful in terms of special laws protecting
data such as copyright or licensing.
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Appendix A

A Examples of organization of data

Let us consider Email as an example. Given the description, an
email can be structured, semi-structured, or unstructured data,
depending on which of the data is under consideration.

CIf one only considers a fixed set of fields in the header (e.g.,
From, To, Subject, Message-ID, and Content-Type) this can be
converted into a table and thus is considered structured data.
CIf we consider the complete headers of a set of Emails, it is
semi-structured data as the header will differ between emails,
e.g., some may have X-MS-Fields others do not, some may have
SPF informationwhile some do not, etc. Given the inconsistency
in fields and the impossibility to predict all fields, it is best
described as semi-structured.
CIf we consider the Email body, i.e., its content, we argue that
this is unstructured data as it contains text and may include
other elements such as images.
B Anonymization techniques

Anonymization techniques are used to generate non-
identifiable datasets which then can be released. This section
briefly10 reviews anonymization techniques. Generally, the idea is
to remove all direct identifiers (DI) and at least obfuscate indirect
identifiers (II) so that identification is not possible anymore. Ac-
cording to Eyupoglu et al. (2018) and Majeed and Lee (2020), the
following obfuscation operations exist:

Generalization replaces II with more general values, e.g.,
instead of providing the full email address, only the domain is
given (abc@vwx.yz is replaced by vwx.yz), or age is replaced by
an age range (25 is replaced by 20e30).
Suppression deletes (hides) II records, values, cells, or parts
thereof. For instance, the last twelve digests of the credit card
number are replaced by asterisks.
Permutation means that groups of attributes are shuffled
which makes the association of II and SA attributes impossible.
For instance, for each record, the columns zip, age, and gender
are shuffled.
Anatomization divides the II and the SD into two tables and the
data is released separately.
Perturbation means replacing the data with synthetically
generated values that have identical (or at least similar) statis-
tical information.

A common model describing the level of anonymity is k-ano-
nymity originally presented by Sweeney (2002). By applying
generalization and suppression, data is made less specific to a point
that k entries in the database look alike and one cannot differen-
tiate between them. However, the model is susceptible to attacks
such as the homogeneity attack or the background knowledge
attack allowing deanonymization.

Another technique to project privacy is differential privacy (DP)
whichwas presented by Dwork (2008). DPmakes general statistical
information available, but at the same time protects the privacy of
individual participants. To accomplish this, DP adds random noise
10 A significant amount of work has been done in this domain and summarizing
all is beyond the scope of this article. We outline some common approaches which
we deem important for our discussion.

10
to the data that has only a minor impact on the outcome. While
secure, it only works on large datasets and the complexity of
implementing it is higher than the aforementioned techniques.
Nevertheless, many public and private organizations including the
US Census Bureau (Jarmin, 2019) utilize DP to release their data.

C Artificial data vs. synthetic data

When looking into both terms, we found that some sources use
them as synonyms while others see synthetic data as a subset of
artificial data as synthetic. For instance, when exploring the term
‘artificial data’ using a search engine, most are about synthetic data
and not artificial data. On the other hand, ChatGPT argues that they
are similar but not the same as synthetic data refers to data that is
artificially created and mimics real-world data (artificial data does
not necessarily mimic real-world data, e.g., random data). Among
several other sources, the European Data Protection supervisor
agrees with the fact that synthetic data relates to real-world data
and defines it as “artificial data that is generated from original data”
(Riemann, 2022).

In digital forensics, the term artificial data is less common:
searching on google scholar for “artificial data”þ“digital forensics”
lists 98 results whereas “synthetic data”þ“digital forensics” returns
423 results. This 1:4 ratio is similar when removing “digital fo-
rensics”, i.e., 830100 vs. 3980000 results.
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