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A B S T R A C T   

This paper introduces an approach that supports speaker identification in criminal investigations, specifically 
addressing challenges associated with large volumes of audio recordings featuring unknown speaker identities. 
Our approach clusters related recordings – potentially from the same person – based on representative voice 
embeddings extracted using the ECAPA-TDNN speaker recognition model. Grouping audio recordings from the 
same person enhances variability and richness in voice patterns, thereby improving confidence in automatic 
speaker recognition. We propose a combination of cosine similarity and a rank-based adjustment function to 
determine matches of audio clusters with individuals in an enrollment database. Our approach was validated 
through experiments on a Common Voice-based synthesized dataset and a real-life application involving cell 
phones seized in prisons, which contained thousands of conversational audio recordings. Results demonstrated 
satisfactory performance and stability, consistently reducing the pool of candidate speakers for subsequent 
analysis by a human investigator.   

1. Introduction 

The surge in digital services and the growing prevalence of digital 
device usage among individuals have led to an increase in the volume of 
data associated with human actions and interactions. In this context, 
there has been a fundamental transformation in criminal investigations 
in recent years (Quick and Choo, 2014, 2018). Particularly, the identi
fication of speakers in audio recordings from various sources (e.g., cell 
phones, notebooks, etc.) is a non-trivial task – even when aided by 
computerized methods – that plays an important role in criminal in
vestigations (Hansen and Bořil, 2018; Saleem et al., 2020; Basu et al., 
2022; Guan, 2022). Electronic devices contain a high amount of unla
beled data, including a variety of audio recordings of interest, whose 
speakers’ identities may not be known. Under these circumstances, 
speaker recognition becomes a vital element in identifying the speaker 
of a given audio recording through the analysis of voice patterns. 

A common difficulty in employing speaker recognition in the context 
of criminal investigations is the need for an enrollment database, which 
is rarely available or often does not meet the appropriate level of quality. 
Common issues encountered include: (i) insufficient deployment of 
audio recording devices, (ii) low-quality microphones, (iii) high levels of 

background noise, (iv) varied audio levels across devices or locations, 
and (v) cross-talk and voice overlapping. Another technological chal
lenge encountered when performing such a task is that, with the 
expansion of records in the enrollment database, the likelihood of false 
positives also rises. In other words, there is an increased occurrence of 
matches where the identity of the record retrieved from the enrollment 
database does not align with the actual identity of the speaker in the 
input audio. 

Addressing these challenges poses a difficulty, demanding ap
proaches primarily focused on reducing false positives to a manageable 
level without overlooking true positives. Ideally, reproducing the func
tionality of face recognition for speaker recognition would be a 
straightforward task. However, unlike facial expressions that generally 
remain stable, the voice is susceptible to rapid changes influenced by the 
person’s behavior, intentions, health, and environmental factors such as 
interference and noise. This dynamic nature complicates the task of 
speaker recognition. While a speaker recognition system may not ach
ieve the same accuracy as facial recognition, it remains valuable in 
eliminating potential suspects, increasing human investigator produc
tivity, and validating existing evidence. 

Speaker recognition systems differentiate between text-dependent, 
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relying on specific word criteria, and text-independent approaches. 
Within these approaches, there are two types of solutions: closed-set and 
open-set. Closed-set solutions, tailored for specific speaker groups, are 
more restrictive, whereas open-set solutions offer greater flexibility, 
accommodating additional speakers. In real-world criminal in
vestigations, where control over recording settings and speaker identity 
is limited, an open-set, text-independent approach is essential for 
effective speaker identification. 

This paper introduces an approach aimed at equipping investigators 
with a text-independent, open-set speaker recognition system, capable 
of identifying speakers or narrowing down the pool of potential candi
dates. Our approach integrates the ECAPA-TDNN-based system (Des
planques et al., 2020) – which remains the state-of-the-art speaker 
verification framework in realistic scenarios to date (Sharma et al., 
2024) – with variance mitigation strategies, ensuring good performance 
in the realm of automatic speaker identification within criminal in
vestigations. To validate our approach, we conducted experiments on a 
Common Voice based synthesized dataset and applied it to a real-life 
scenario involving data from cell phones provided by the Public Min
istry of the State of Ceará (MPCE) and the enrollment database supplied 
by the Penitentiary Administration Secretariat of the State of Ceará 
(SAP-CE). Government entities endowed with criminal investigation 
authority, such as MPCE, typically employ specialized software (e.g., 
Cellebrite UFED) to extract documents, images, videos, audio, and 
conversations from seized cell phones. Within this context, MPCE 
developed the Digital Evidence Exploration Portal (DEEP) with the goal of 
standardizing the design, implementation, and execution of criminal 
investigation procedures. Despite the incorporation of face recognition 
and natural language processing algorithms into DEEP, the potential of 
audio data has remained untapped, necessitating manual exploitation. 

Our contribution is an approach for identifying speakers in audio 
recordings extracted from seized electronic devices by the analysis of 
voice patterns. The proposed speaker recognition system is self-tuning, 
able to handle a large enrollment database, producing relatively few 
false positives, and requiring minimal intervention from the investi
gator. It is important to highlight that the strategies employed also show 
promise for application in other pattern recognition scenarios where the 
data has a vector representation. In addition, affirmative responses are 
provided to the following research questions: (i) Can state-of-the-art 
speaker recognition models be applied to languages not originally 
considered in the model and (ii) Can a speaker recognition system 
support speaker identification in criminal investigations, addressing 
challenges associated with large volumes of audio recordings and 
handling enrollment databases with tens of thousands of individuals? 

The remainder of this paper is structured as follows: Section 2 pro
vides an overview of the current state of the art in speaker identification, 
focusing specifically on forensic speaker recognition. Section 3 in
troduces a speaker identification approach tailored for criminal in
vestigations, incorporating clusterization and rank-based scoring 
strategies. In Section 4, we apply the proposed approach to a synthesized 
dataset for initial evaluation and further deploy it on real-world data 
within the context of criminal investigations. Finally, in Section 5, we 
conclude the paper with final remarks and outline perspectives for 
future work. A prototype application showcasing the practical imple
mentation of the proposed approach for user interaction in the field of 
audio investigations is presented in Appendix A. 

2. Related work 

Speaker recognition, or voice biometrics, involves identifying or 
verifying individuals by analysing unique vocal characteristics, such as 
speech patterns, pronunciation, pitch, tone, and other acoustic features 
(Bricker and Pruzansky, 1976; Holmes, 1985; Peacocke and Graf, 1995; 
Jahangir et al., 2021). Historically, i-vector methods (Dehak et al., 2010; 
Kanagasundaram et al., 2011; Travadi et al., 2014) have been founda
tional in speaker recognition, building upon the Gaussian Mixture 

Model-Universal Background Model framework (GMM-UBM) (Reynolds 
et al., 2000) and incorporating probabilistic discriminant analysis 
(PLDA) (Cumani et al., 2013; Prince and Elder, 2007; Matějka et al., 
2011; Garcia-Romero and Espy-Wilson, 2011) for classification. Recent 
years witnessed a shift to deep learning architectures (Variani et al., 
2014; Chen et al., 2015; Li et al., 2017; Zhang et al., 2016; Sadjadi et al., 
2016; Ravanelli and Bengio, 2018; Desplanques et al., 2020) such as 
Convolutional Neural Networks (CNNs) (Li et al., 2017) and Time Delay 
Neural Networks (TDNNs) (Desplanques et al., 2020). These models, 
accepting speech input in raw waveform, spectrogram, or 
Mel-Frequency Cepstral Coefficients (MFCCs) formats (Li et al., 2017), 
outperform traditional methods. Novel architectures like SincNet 
(Ravanelli and Bengio, 2018) further explore the landscape, enhancing 
performance on the i-vector benchmark. 

Building on advancements in speaker recognition, practical appli
cations are evident in forensic speaker recognition (FSR), where scien
tists focus on addressing challenges associated with identifying 
unknown speakers in audio recordings. The study by Saleem et al. 
(2020) aims to enhance FSR accuracy for short utterances by extracting 
accent and linguistic attributes. Another investigation by Cavalcanti 
et al. (2024) explores the use of fundamental frequency estimates to 
differentiate speakers within identical twin pairs and across different 
pairs. This study, involving 20 Brazilian Portuguese native speakers (10 
male identical twins aged 19 to 35), reveals significant distinguishing 
patterns in fundamental frequency. It suggests the feasibility of con
structing a reliable system even for speakers with closely resembling 
voice prints. However, despite the advancements in speaker recognition, 
existing forensic analysis software, such as the Peritus framework (de O. 
Cunha et al., 2020), are mainly suited for analyzing videos and images. 
This highlights the continuous need for further advancements in this 
field. 

Although automatic speech recognition is currently not usually 
deemed admissible in courtrooms, a recent study (Basu et al., 2022) 
suggests that this technology already surpasses the performance of 
non-expert listeners. A thought-provoking research conducted by Youn 
et al. (2021) suggested that smart devices might be important digital 
observers at crime scenes, highlighting the increasing importance of 
audio digital evidence and the growing demand for automatic speaker 
recognition technology. Nevertheless, the quality of forensic phonetic 
features in voice comparison is greatly impacted by real-world settings, 
as demonstrated by Guan (2022). As a result, this directly affects the 
reliability of using speaker recognition in real-life situations. Our 
approach aims to address the difficulties encountered in practical situ
ations characterized by subpar phonetic attributes. 

3. Methodology 

In this section, we introduce a speaker identification approach 
tailored for criminal investigations, adept at addressing challenges 
posed by large volumes of audio recordings featuring unidentified 
speakers. In summary, our approach systematically clusters related 
audio recordings presumed to emanate from a common speaker. Sub
sequently, it assigns scores to each audio cluster for every person 
enlisted in an enrollment database. Designed for utilization by human 
investigators, the approach aims to yield a discerning quantity of 
matches. It employs a thresholding procedure to formulate a candidate 
list of matches. This list, complemented by supporting evidence, helps 
the investigator in formulating a conclusive determination. The 
approach is outlined into two pipelines, as detailed in what follows. 

3.1. Cluster-scoring pipeline 

The cluster-scoring pipeline is built upon a target database (e.g., a 
cell phone) and an enrollment database (e.g., voice collection of the 
prison system). The primary objective is to assign a score to each tuple 
consisting of an individual from the target database and an individual 
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from the enrollment database, based on the similarity of their vocal 
patterns. As illustrated in Fig. 1, the cluster-scoring pipeline comprises 
five fundamental components: (i) feature extraction, (ii) scoring, (iii) 
clusterization, (iv) rank-based adjustment, and (v) cluster scoring. 

3.1.1. Feature extraction 
Preceding the process of audio scoring, a crucial step involves 

transforming the audio waveform into speaker embeddings, presented 
as a vector representation. The time complexity of this task is O (m + n), 
where m is the number of audio recordings in the target database and n is 
the number of individuals in the enrollment database. The feature 
extraction component uses the ECAPA-TDNN speaker verification model 
(Desplanques et al., 2020), which incorporates components to address 
speaker verification. The training dataset includes speakers from over 
six different nationalities, suggesting potential robustness of the model 
across diverse languages. While originally designed for deployment in 
biometric systems, speaker verification models, such as ECAPA-TDNN, 
exhibit a tendency to produce a considerable number of erroneous 
identifications when applied to compare audio samples against an 
extensive database of registered speakers. Consequently, the outcomes 
yielded by these algorithms may be rendered ineffectual, as the in
dividuals of interest become obscured amidst the multitude of (false) 
positive matches. To address this limitation, additional components are 
necessary in devising a method that proves valuable in supporting 
criminal investigations. 

3.1.2. Scoring 
The primary scoring mechanism in our approach relies on cosine 

similarity of audio embeddings, as recommended in the literature 
(Desplanques et al., 2020). Cosine similarity assesses the alignment of 
two vectors, measuring the degree to which they point in the same di
rection. Specifically, the cosine of the angle between two vectors A and B 
is computed by dividing their dot product by the product of their mag
nitudes, as expressed in (1). 

CosineSimilarity(A,B) =
A⋅B

‖A‖2‖B‖2
(1)  

In the evaluation of a target audio against the enrollment database, the 
method calculates the cosine similarity between the target audio and 
each individual enlisted in the enrollment database. Overall, this task is 
performed in O (mn). By setting a threshold or ranking individuals ac
cording to this metric, potential matches can be inferred. Nonetheless, as 
previously discussed, the straightforward application of the method 
anticipates a considerable number of false positives, especially when 
dealing with large datasets. 

3.1.3. Rank-based adjustment 
The substantial volume of individuals in the enrollment database, 

coupled with the often inadequate audio quality typical of real cases, 
leads to a considerable number of false positives. Consequently, the 
voice patterns of numerous individuals in the enrollment database may 
exhibit similarity to that of the target audio. In our approach, we deem a 
higher level of similarity as significant only when compared to others. 
We propose the incorporation of a score adjustment function, as 
expressed in (2), which considers the actual score, the relative rank, and 
an α parameter to control the decay rate based on the rank. 

AdjustedScorei,s(scorei,s, ranki,s,α) = scorei,s⋅
α

ranki,s + α
⏟̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅⏟

Adjustment ​ factor

(2)  

The value scorei,s denotes the cosine similarity (1) between a target audio 
i and the audio associated with the speaker s in the enrollment database. 
By computing all scores, one can ascertain the ranking of each speaker in 
the enrollment database concerning the target audio. Let ranki,s denote 
the rank of the speaker s in the enrollment database, taking as reference 
the target audio i. The rank values span from 0 to n-1, where n represents 
the total count of enrolled individuals. The parameter α has a range from 
0 to infinity. Fig. 2 illustrates the adjustment score function for ranks 
spanning from 1 to 10, considering different values of α. It is noteworthy 
that with an increase in α, the adjustment factor tends to converge to one 
for all ranks. In contrast, with a decrease in α, the adjustment factor 
approaches zero for all ranks except the highest-ranked individual. The 
time complexity of this task is O (mn). 

3.1.4. Clusterization 
The distortion, arising from straightforward comparisons, is attrib

uted to the significant variability among audio samples from the same 
person in the target database and the limited variability among certain 
individuals in the enrollment database. The rationale behind incorpo
rating clusterization is rooted in the idea that jointly analyzing a set of 
audio recordings from the same speaker can diminish speech fluctua
tions and mitigate the impact of noise, thereby enhancing the capture of 
vocal patterns. Furthermore, clusterization offers investigators an extra 
advantage, allowing for analyses on a per-cluster basis and thereby 
notably diminishing the overall scope of the task. In our approach, we 
employ the Hierarchical Density-Based Spatial Clustering of Applica
tions with Noise (HDBSCAN) algorithm (Campello et al., 2013) to ach
ieve this functionality. This task is performed in O (m2). 

Fig. 1. Cluster-scoring pipeline.  

Fig. 2. Adjusted score for different rank and alpha values.  
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3.1.5. Cluster scoring 
In the conclusive phase of the cluster-scoring pipeline, the overall 

score between a cluster of audio recordings from the target database and 
an individual’s audio enlisted in the enrollment database is determined. 
The incorporation of the score adjustment function, coupled with clus
terization, leads to an outcome where the accumulation of scores for 
audio samples within a cluster yields a high cluster score exclusively for 
enrolled speakers consistently demonstrating elevated ranks and scores. 
To determine the score between a specific cluster c of audio recordings 
and a given speaker s, we propose calculating the mean of the adjusted 
scores, as defined in (3). 

ClusterScorec,s(c, s, α)=
1

length(c)
⋅
∑

i∈c
AdjustedScorei,s(scorei,s, ranki,s,α)

(3)  

In essence, the method involves the summation of the adjusted scores, 
calculated with reference to a specific enrolled individual, for the audio 
recordings within a given cluster. Subsequently, the sum obtained is 
divided by the total number of audio recordings within the cluster. 
Alternatively, the cluster score can be computed by averaging the raw 
score without considering the adjustment function. Although the pro
posed approach does not incorporate such data aggregation, we will 
explore this alternative method in our empirical investigations. The time 
complexity of this task is O (mn). 

3.2. Speaker identification pipeline 

The speaker identification pipeline, depicted in Fig. 3, is constructed 
upon the cluster-scoring pipeline. It employs a score-based threshold, 
both in relative and absolute terms, to pinpoint potential candidate in
dividuals for further examination by a human investigator. This process 
is supplemented by external corroboration, facilitating an analysis 
before arriving at a final decision. 

After computing scores for each audio cluster with respect to each 
individual in the enrollment database, the subsequent process is per
formed. For each target cluster, the method removes individuals from 
the candidate list if their scores in relation to the target cluster are below 
a specified threshold. Additionally, individuals with scores less than a 
certain percentage of the highest score associated with that cluster are 
excluded. This process leads to the compilation of potential candidates 
for each audio cluster. At times, audio recordings originating from the 
same individual may be subdivided into multiple clusters, introducing 
the potential for a single candidate to be identified as a potential match 
for multiple clusters. Conversely, there are instances where a cluster 
may be composed of audio recordings from distinct individuals. The 
final list of candidates will be consolidated with external corroboration, 
and it is the responsibility of the investigator to ascertain whether a 
candidate speaker is the source of the voice in the audio recording. We 
emphasize that the occurrence of individuals with similar vocal char
acteristics is not an uncommon phenomenon, and additional corrobo
rating evidence remains essential. 

4. Experiments 

In this section, we employ the proposed approach on a synthesized 
dataset comprising voice data from various languages. The use of this 

dataset allows for the determination of appropriate parameters and an 
initial assessment of the approach. Following this, the approach is 
deployed on real-world data within the context of criminal investiga
tion. To validate our findings, we conduct a comprehensive examination 
of external evidence, thereby reinforcing the robustness and reliability 
of our conclusions. To conduct our experiments, we used an Alienware 
M16 R1 machine equipped with 32 GB RAM, a 13th Gen Intel Core i9- 
13900HX processor, and an NVIDIA GeForce RTX 4070 with 8 GB 
VRAM, running Ubuntu 22.04.3 LTS. Feature extraction was carried out 
using the ECAPA-TDNN model implemented in the SpeechBrain library 
(Ravanelli et al., 2021), while clustering employed the HDBSCAN 
implementation of the cuML library (Raschka et al., 2020). 

4.1. Common Voice experiments 

The outlined speaker identification approach underwent an objective 
evaluation employing the Common Voice dataset (Ardila et al., 2019). 
To conform to the intended application’s scale, we amalgamated data 
from four languages: Portuguese, French, Spanish, and Italian. For the 
purpose of monitoring and evaluating the approach’s effectiveness, only 
utterances featuring a speaker identifier were included. Table 1 provides 
a comprehensive breakdown of the dataset composition. 

In replicating a real-world scenario, we created an enrollment 
dataset by assigning a single utterance per speaker. Subsequently, we 
synthesized thirty cell phones using the remaining utterances, forming 
our target database. To prevent undue influence in analytical outcomes, 
the synthesis adhered to a constraint of 300 utterances per individual, 
crucial to address speakers with excessive contributions in the Common 
Voice dataset. The systematic allocation of speakers to cell phones, one 
by one, continued until the cumulative utterances surpassed 3000, 
ensuring a balanced distribution of speakers. Other than the speakers 
themselves, no additional features were considered when distributing 
the audio recordings. 

4.1.1. Feature extraction 
The initial stage in evaluating the speaker identification approach is 

to examine the feature extraction process employing the ECAPA-TDNN 
model. The resulting embeddings consist of 192-dimensional vectors, 
intended for subsequent procedures. A subset of 100,000 utterances was 
randomly selected, and leveraging data characterization, we created a 
visual representation of the embeddings using UMAP (McInnes et al., 
2018), as depicted in Fig. 4. 

The objective was to explore the gender and age distributions within 
the generated embeddings. Notably, gender-related differences in the 
utterances are apparent, whereas distinctions among different age 
groups appear less clear. In retrospect, determining a person’s gender 
based on their voice is typically more straightforward than estimating 

Fig. 3. Speaker identification pipeline.  

Table 1 
Common Voice aggregated dataset.  

Language Utterances Speakers Mean duration 
(seconds) 

Median 
Utterances/Speaker 

Portuguese 145111 965 4.06 28 
French 805495 4509 4.98 30 
Spanish 1614602 5804 4.89 19 
Italian 306182 1888 5.27 25  
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their age, aligning with common human perceptual patterns. As a result, 
the observed visualization pattern aligns with expectations. 

The plot depicted in Fig. 5 displays two of the synthesized cell 
phones. As an experimental step, the embeddings are mapped onto a 
two-dimensional surface using UMAP. In this representation, each ut
terance is assigned a color corresponding to its identified speaker. The 
ECAPA-TDNN architecture demonstrated significant proficiency in 
extracting distinctive feature crucial for speaker recognition. This claim 
is supported by the observation of numerous spatially distinct groups 
formed solely by utterances associated with a unique speaker within 
each group. The significance is heightened as the distribution involves a 
two-dimensional projection of 192-dimensional vectors. 

4.1.2. Clusterization 
The main goal of clusterization is to subdivide the target database 

into separate audio clusters, each linked to a specific speaker, making it 
easier to compare with the enrollment database later on. Optimally, in 
each cluster, the proportion of audio recordings ascribed to the primary 
speaker should approximate 100 %. Evaluation involves the Equal Error 
Rate (EER), which is a quantitative metric that measures error at the 
point in which the rates of false acceptance and false rejection are 
equivalent. Biometric systems demonstrate enhanced performance with 
lower EER values. Nevertheless, the utilization of the HDBSCAN clus
tering algorithm leads to a notable amount of audio recordings that are 
not assigned to any cluster, despite its effectiveness in reducing the EER. 

To tackle this issue, we investigated the arrangement of hyper
parameters to attain a better balance between coverage (the proportion 
of audio recordings ascribed to any given cluster) and cluster predom
inance (the proportion of audio recordings inside a cluster that are 
attributed to its primary speaker). The balance between coverage and 
predominance is depicted in Fig. 6, where the minimum cluster size 
hyperparameter is adjusted during the execution of HDBSCAN. 

Exceeding a minimum cluster size of 30 results in diminishing 
returns on coverage. Nevertheless, cluster predominance remains 
notably high, rendering it an advantageous selection for this specific 
parameter. The evaluation of EER is also conducted for each minimum 
cluster size value, demonstrating a positive correlation, as depicted in 
Fig. 6. However, the marginal discrepancies in EER values lack sufficient 
justification to endorse the adoption of a minimum cluster size value 
below 30, potentially compromising the coverage criterion. 

After establishing the minimum cluster size, we investigated the 
impact of clustering. In the baseline approach, each audio recording was 
treated as an independent cluster, with scoring based on cosine simi
larity between target database recordings and audio samples from the 
enrollment database. In the clustering approach, scores of clusters 
formed by the HDBSCAN algorithm for a specific enrolled individual 
were determined as the average of scores from audio recordings within 
each cluster. Audio recordings without a cluster were treated as a sin
gular audio cluster. In both approaches, after determining matches, 
EERs were computed based on single audio recordings. However, in 

Fig. 4. Distribution of audio embeddings classified by the (a) gender and (b) age of the speakers.  

Fig. 5. Distribution of audio embeddings of (a) cell phone #1 and (b) cell phone #2 classified by the identification of the speakers.  
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contrast to the baseline approach, which independently determines 
matches for each audio recording, the clustering approach provides 
matches for a cluster of audio recordings as a cohesive unit. The matches 
of the cluster are then replicated for each single audio recording within 
that cluster. Fig. 7 illustrates the boxplot showcasing results for 30 
synthesized cell phones and their respective EERs under the alternative 
approaches. Notably, the sole integration of a clustering method does 
not show significant improvement. The plot also includes the results of 
clusterization combined with the proposed adjustment function, which 
will be further explored in the subsequent analysis. 

4.1.3. Rank-based adjustment 
The investigation entailed the assessment of the adjustment param

eter α over a range of eight distinct values, ranging from 10− 1 to 103. As 
detailed in the preceding section, a minimum cluster size of 30 was 
employed. The performance, illustrated in Fig. 8, demonstrates stability 
in the first five levels but exhibits a decline beyond an α value of 50. 
Based on these observations, subsequent experiments will adhere to an α 
value of 10. This specific value is deemed sufficient to accommodate 
minor variations in ranking while ensuring that the performance level 
has not undergone any decline thus far. 

As depicted in Fig. 7, the strategy of combining clusterization with 
rank-based score adjustment resulted in a notable decrease in the EER. 

Despite the statistical analysis of the data in Table 2 failing to yield 
sufficient evidence to support the hypothesis that the sole utilization of a 
clustering method enhances the final outcome, a statistically significant 
improvement is observed when clusterization is coupled with rank- 
based score adjustment. 

In the subsequent analysis, the approach is employed within an 
authentic context of criminal investigation. 

4.2. Applied experiments 

This research was supported by government institutions, namely the 
MPCE and the SAP-CE. Validation of our findings involves integrating 
external information with the audio data used in our approach. This 
process includes scrutinizing photographic and other documentary ev
idence related to specific individuals. The inclusion of external infor
mation, such as photographs, body markings, and names, contributes to 
the individual identification. However, it is important to note that such 

Fig. 6. Minimum cluster size influence on (a) predominance, coverage, and (b) EER.  

Fig. 7. Comparison of EERs across the different approaches.  

Fig. 8. The impact of α value on EER.  

Table 2 
Statistical analysis of the different strategies.   

H0 H1 p-value 

Experiment 1 EERBaseline = EERClustering EERBaseline > EERClustering 0.615 
Experiment 2 EERBaseline = EERAdjusted EERBaseline > EERAdjusted 0.017  
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inclusion does not automatically serve as certification. We also 
acknowledge the ethical challenges posed by using speaker identifica
tion technology in criminal investigations, especially regarding privacy 
and potential bias. Our work is purely for research purposes. We 
collaborated with MPCE and SAP-CE, ensuring strict compliance with 
legal standards to safeguard individuals’ rights and ensure accurate 
interpretation of results. We also recognize the importance of preventing 
potential misuse of this technology, underscoring the necessity for clear 
guidelines and ethical oversight in its application within the justice 
system. 

4.2.1. Target database 
The MPCE employs advanced software to extract audio data from 

electronic devices. This software additionally enables the retrieval of 
varied multimedia content, such as music, photographs, documents, and 
text messages, facilitating potential cross-referencing of findings. The 
provided target database from the MPCE includes information from 67 
cell phones seized in prison units. Each cell phone is associated with a 
specific number of utterances and a count of individuals who have un
dergone external validation. The cumulative count of individuals sub
jected to external validation is 86 and the total number of utterances 
surpasses 400,000. Externally validated individuals are individuals who 
are connected to the specific seized cell phone through evidence other 
than audio. While this increases the likelihood of these individuals also 
having audio evidence in the seized cell phone, it does not provide a 
guarantee. Therefore, caution should be exercised when considering this 
number. 

4.2.2. Enrolment database 
The SAP-CE supplied the enrollment database, encompassing per

sonal data, audio, and photo records of prisoners. Upon admission to the 
prison unit, each prisoner undergoes a registration procedure that en
compasses recording their speech, along with collecting fingerprints, 
facial photographs, and images of body marks. Regrettably, the audio 
recordings exhibit imperfections such as secondary speakers, additional 
background noise, or even a lack of vocalization. Recognizing the 
impracticality of re-enrolling the entire prison system, it becomes 
necessary to acknowledge the limitations of this database. Nevertheless, 
the enrollment database has a significant amount of audio recordings 
that include verified speaker IDs, totaling 69,453 unique speakers. 

4.2.3. Evaluation 
To enable comparative evaluation, the complete dataset was sub

jected to the baseline approach and our approach. As the number of 
potential candidates (matches) inferred by each approach varies 
depending on threshold settings, we conducted an analysis by manipu
lating two variables: the minimum score threshold and the threshold 
relative to the maximum observed score. Fig. 9 provides an overview of 

the results obtained using the baseline approach. Each curve represents 
the number of candidates for a combination of relative and absolute 
thresholds. The findings demonstrate a noteworthy number of identifi
cations (75 out of 86 validated candidates) at specific absolute and 
relative threshold selections (e.g., 0.3 and 0.5 respectively). However, it 
is essential to recognize that an identification does not always ensure 
accuracy, as false positives may occur. Moreover, the feasibility of audio 
analysis is greatly impeded by the vast number of potential candidates, 
even when applying strict values like an absolute threshold of 0.8 and a 
relative threshold of 1.0. This emphasizes the need for a more sophis
ticated approach. 

Our approach utilized a minimum cluster size of 30 and an α value of 
10, as suggested by our preliminary analysis, resulting in the identifi
cation of 2211 clusters. In Fig. 10, it can be seen that our approach, 
despite employing tolerant limits, produces a limited number of iden
tifications (30 out of 86 validated candidates). Consequently, the iden
tification rate among the validated candidates is 34.9 %. However, it is 
essential to acknowledge a substantial decrease in the overall number of 
potential candidates, facilitating candidate verification by an 
investigator. 

The disparity in the number of potential candidates can be partially 
attributed to the distinction in the size of the analyzed unit between the 
baseline approach (which considers single audio recordings) and our 
approach (which examines clusters of audio recordings). This variation 
inherently leads to a decrease in the overall pool of matches, as there is a 
substantial reduction in the total number of units subjected to analysis. 
To address this, evaluating the candidate quantity per unit in each 
approach is essential. Fig. 11 illustrates persistent discrepancies, with 
our approach yielding a significantly reduced list of candidates per 
analyzed unit compared to the baseline approach. 

In an effort to provide a rough demonstration of the time-saving 
implications in an investigation, we will consider scenarios in which 
each approach successfully identifies 10 validated candidates. In this 
case, the baseline approach would yield over 300,000 potential candi
dates (i.e., matches between an audio recording and an individual from 
the enrollment database). In contrast, our approach would identify 
approximately 300 potential candidates (i.e., matches between an audio 
cluster and an individual from the enrollment database). Assuming that 
each match verification requires 1 min of an investigator’s time, 
completing the task with the assistance of our method would require 
approximately 5 h of analysis. Conversely, employing the baseline 
method would demand over 200 uninterrupted days of analysis. 
Considering the execution time of our approach, the pipeline took less 
than 6 running hours, with the primary scoring task being the most time- 
consuming, taking around 2 h and 30 min to complete. 

Fig. 9. Examination of the count of (a) validated candidates and (b) potential candidates determined by the baseline approach under various threshold settings.  
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5. Conclusion 

This section presents a comprehensive analysis of the research’s 
findings, inferences, and potential avenues for future research. We 
employed experimental protocols to evaluate the proposed speaker 
identification approach, assessing its performance on the Common Voice 
dataset. Subsequent experiments confirmed the reliability and consis
tency of the approach when applied to empirical data from real in
vestigations. Our findings demonstrate the efficacy of the proposed 
approach in clustering audio recordings and selecting potential candi
dates while maintaining a reasonable level of false positives. 

The proposed speaker identification approach integrates clusteriza
tion and rank-based scoring strategies to form a practical system. It 
identifies clusters of audio recordings likely produced by a common 
speaker, suggesting potential candidates linked to each cluster. How
ever, it’s crucial to note that this approach doesn’t offer unequivocal 
identifications and necessitates additional supporting information for 
substantial findings. 

The research includes the development of a prototype to showcase 
the applicability of the proposed approach in real-world scenarios. The 
prototype covers various use cases, aiming to enhance investigators’ 
capacity for insights extraction, helping in the exploration of audio data. 

Two research questions were addressed.  

• Can state-of-the-art speaker recognition models be applied to languages 
not originally considered in the model? This question is significant, 
given that the cutting-edge pre-existing model (Desplanques et al., 
2020) was trained on languages distinct from Portuguese. In the 

context of synthesized cell phones, the model adeptly clusters 
speakers and captures peripheral characteristics, including gender 
and age. The results indicate satisfactory performance, even in the 
presence of language barriers. 

• Can a speaker recognition system support speaker identification in crim
inal investigations, addressing challenges associated with large volumes of 
audio recordings and handling enrollment databases with tens of thou
sands of individuals? The second question focuses on reducing false 
positives in extensive comparisons. The baseline method generates 
an overwhelming number of candidates, posing a considerable 
burden for investigators. In contrast, our approach successfully 
reduced the candidate pool to a manageable number. 

The responses to these research questions provide valuable insights 
for comprehending and improving speaker recognition technologies 
across a broader spectrum of linguistic contexts. 

5.1. Limitations 

The main limitation of our approach is its limited scope in the 
number of analyzed utterances. In the clustering process, certain utter
ances could not be assigned to any cluster, posing a challenge with low 
coverage. An alternative approach is to interpret unclustered audio re
cordings as a single utterance cluster, but this strategy would result in a 
loss of benefits by generating an excessive number of potential 
candidates. 

Fig. 10. Examination of the count of (a) validated candidates and (b) potential candidates determined by our approach under various threshold settings.  

Fig. 11. Comparison of the number of potential candidates per analysed unit determined by (a) our cluster-based approach and (b) the audio-based base
line approach. 
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5.2. Future work 

Future advancements may involve utilizing speech-to-text models to 
extract textual content from audio recordings. One application involves 
automated verification of an individual’s name within transcriptions, a 
scenario expected due to engaged dialogue with others possessing 
knowledge of their identity. Additionally, the application of topic 
modeling could aid investigators in focusing on relevant clusters, 
avoiding unnecessary time allocation to insignificant topics. Areas for 
improvement encompass integrating identified audio into the enroll
ment database for model training and addressing variations in data 
characteristics. Notably, dissimilarities in dataset collection may impact 
similarity score computation, given that embeddings are mapped onto 

distinct subspaces. An initial approach involving normalization of da
tabases to establish a common mean and standard deviation showed 
promising outcomes. Nevertheless, further investigation and rigorous 
validation of this hypothesis are essential. 
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Appendix A. Prototype 

In this appendix, we present a prototype application demonstrating the practical implementation of the proposed approach for user interaction 
within the realm of audio investigations. This prototype serves as a showcase for user engagement and the operational effectiveness of the method in 
diverse investigative scenarios. The study outlines five specific utilization scenarios: open search, audio search, prisoner search, pairwise comparative 
analysis, and cell phone network analysis. Each use case is tailored to address unique investigative needs with distinctive characteristics and 
functionalities. 

Open Search 

The open search use case is designed for criminal investigators aiming to analyze audio data in a non-specific manner, and it executes the pipeline 
outlined in the paper. This scenario enables investigators to conduct a comprehensive search across diverse audio sources, thereby facilitating the 
exploration of potential connections. The interface specific to the open search use case is illustrated in Figure A12. It features a sidebar allowing users 
to adjust settings, including absolute and relative thresholds. Users can also select the target cell phone and cluster for analysis. After specifying the 
target cell phone, users can analyze audio recordings within a given cluster. The interface subsequently presents a compilation of potential candidates 
ranked according to computed scores relative to that cluster. The open search use case is a method for identifying valuable leads and potential as
sociations between audio data and individuals, even in the absence of specific targets. Investigators can leverage this capability to unveil unforeseen 
connections and determine potential suspects, accomplices, or crime networks that might otherwise go undetected. Particularly valuable in situations 
with a lack of specific leads, this use case allows investigators to explore new avenues and draw evidence-based conclusions during their investigative 
endeavors.1 

A.A. Moura et al.                                                                                                                                                                                                                               



Forensic Science International: Digital Investigation 49 (2024) 301765

10

Fig. A.12. Open search interface.  

Audio Search 

The audio search use case refers to circumstances in which criminal investigators are interested in a specific audio sample and want to study similar 
audio within the same cluster in order to identify the speaker. This targeted approach allows investigators to concentrate on relevant evidence and 
potential matches, narrowing the scope of their investigation. Figure A13 illustrates the user interface for this use case, enabling users to select a 
particular audio file from an examined cell phone. The interface then presents other audio files categorized within the same cluster, supporting in
vestigators in determining patterns, similarities, and correlations. Additionally, the prototype compiles potential candidates associated with the 
selected cluster. In cases where the chosen audio lacks a cluster association, the prototype employs a baseline method to generate results for that 
specific audio.11

Fig. A.13. Audio search interface.  
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Prisoner Search 

The prisoner search use case is a typical task done by criminal investigators while focusing on specific individuals. This case aims to thoroughly 
analyze seized cell phones to identify potential clusters associated with the individual under investigation, particularly someone currently or formerly 
incarcerated. The user interface, depicted in Figure A14, enables researchers to specify a particular prisoner and adjust thresholds associated with the 
approach, providing control over the leniency observed in search outcomes. The search results prominently present audio recordings of the individual 
sourced from the enrollment database, along with the clusters where recognition of this specific individual is likely. Conducting a prisoner search 
proves valuable in determining the involvement of incarcerated individuals in ongoing criminal activities. This process aids in resolving cold cases and 
acts as a preventive measure against potential criminal endeavors orchestrated from prison units.1

Fig. A.14. Prisioner search interface.  

Pairwise Comparative Analysis 

The pairwise comparative analysis use case assists criminal investigators in identifying audio clusters with significant similarity, indicative of a 
common speaker. Its objective is to conduct a comparative analysis of audio samples, potentially identifying the same speaker in two distinct elec
tronic devices and creating correlations for effective case resolution. By verifying the common origin of multiple audio samples, investigators can 
establish connections between seemingly unrelated cases, unveil networks involved in organized criminal activities, and ascertain the identities of 
individuals engaged in serial offenses. The use case provides users with pairs of audio file clusters likely produced by the same person. The interface in 
Figure A15 allows users to traverse between pairs of clusters, evaluating similarity using the metric. The side-by-side format in presenting audio files 
facilitates understanding of similarities and differences, empowering investigators to make informed decisions and conduct thorough forensic 
analysis.1

Fig. A.15. Pairwise comparative analysis interface. 
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Cell Phone Network Analysis 

The cell phone network analysis use case focuses on examining associations among different cell phones, relying on audio similarity. The user 
interface in Figure A16 allows criminal investigators to set a threshold value for finding clusters with a common speaker. This feature assists in 
detecting interconnected cell phones within the network, generating a graph representation of connections with a circular arrangement. Each vertex 
represents a labeled cell phone, and edges indicate weights signifying similarity matches exceeding a predetermined threshold. Analyzing the cell 
phone network graph provides insights into connections and associations based on audio similarity. This visualization technique aids in detecting 
patterns, clusters, or connections within the network, offering valuable insights for further examination. The use case supports investigators in 
delineating criminal networks, identifying key individuals, and revealing concealed communication channels. Visualizing cell phone networks and 
analyzing audio similarities can potentially provide investigators with significant intelligence and crucial evidence, facilitating the successful 
apprehension of criminals and the dismantling of criminal organizations.

Fig. A.16. Cell phone network analysis interface.  
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