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ARTICLE INFO ABSTRACT

Keywords: In the modern industrial landscape, Programmable Logic Controllers (PLCs) and Supervisory Control and Data
SCADA Acquisition (SCADA) systems serve as critical components in the automation and control of various industrial
EI;\/(I:I processes. While their widespread availability and overall efficiency are crucial, the increasing integration of

these systems with networked environments has exposed them to a growing array of cyber threats. Meanwhile,
the rapid growth and deployment of SCADA systems worldwide pose increasing challenges to managing their
security effectively. We explore the value of HMI-focused digital forensics within SCADA environments,
emphasizing the unique challenges in their evaluation and the information contained in digital artifacts. We
present a comprehensive forensic analysis of Ignition: a popular SCADA software platform developed by
Inductive Automation. We also develop a generic forensic analysis framework that can be used when conducting
a forensic investigation on an HMI environment. Our investigative process is supported with the creation of
IFACT: an HMI Forensic Analysis Tool created to streamline the process of parsing system information presented
in Ignition HMI-sourced forensic data. The data recovered from memory, network, and disk forensic in-
vestigations provides insight into the state of the SCADA system, including tag and PLC utilization and config-
urations. Using IFACT, we investigate how long this data persists in volatile memory and how its lifetime is
variable.

Digital forensics
SCADA forensics
Forensic tools

1. Introduction significant rise in widespread, severe, and marketable attack techniques

(Javed Butt et al., 2019). The increasing frequency and sophistication of

Supervisory Control and Data Acquisition (SCADA) systems are
crucial for the management of Industrial Control Systems (ICS) that
drive our daily lives, including food and beverage processing,
manufacturing plants, transportation systems, energy facilities and
wastewater treatment plants. As industrial control operations have
advanced, the need for resilient, efficient, and scalable technology to
support critical infrastructure has grown significantly. This demand has
driven the development of Industrial Internet of Things (IloT) SCADA
systems, which are networked architectures designed for ICS.

As SCADA systems evolved to operate in networked environments,
the integration of security features, such as authentication and encryp-
ted communication, lagged behind. Despite this, the global inter-
connectivity of SCADA systems and the use of industry-standard
software have led to a new wave of cyber attacks. Attackers exploit
remote access to target insecure system configurations, standardized
SCADA protocols, and component vulnerabilities, contributing to a

attacks targeting SCADA systems makes advances in forensic technology
essential. The growing complexity of SCADA platforms and devices
highlights the need for tools and methodologies that can help analysts
quickly identify and attribute attacks. Our primary objective is to
establish a framework for guiding SCADA Human-Machine Interface
(HMI) forensics investigations, create a reference for analyzing data
traveling throughout large-scale industrial systems efficiently, and
evaluate the efficacy of system fingerprinting through forensics. We
accomplish this through the forensic evaluation of the Ignition SCADA
system software, and the development of a tool to support in-
vestigations. Additionally, we will explore the potential for using SCADA
HMI forensics to analyze multiple layers of the ICS architecture. This is
essential in supporting investigations and the cross-analysis of SCADA
HMI data. To achieve these goals, we defined the following research
questions:
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RQ1: Can a generic framework be developed for the collection of
forensic evidence from a centralized SCADA HMI system?

RQ2: To what extent can system data be extracted from artifacts
collected during a SCADA HMI forensics investigation?

RQ3: Are forensic artifacts collected from a centralized SCADA HMI
environment sufficient to gather system-wide data and identify
anomalous behavior across multiple layers of the SCADA
architecture?

RQ4: What is the lifetime of Ignition system data in memory, and
what implications does this have for forensic investigations?

In addressing these research questions, we make the following
contributions:

e Development of a forensic artifact acquisition framework focusing on
SCADA HMI data.

e Evaluation of SCADA HMI forensic data, demonstrating how it de-
fines system behavior and reveals signs of cyber attacks.

e Creation of a tool for extracting artifacts from Ignition forensic data.

o Investigation of system conditions and their impact on the efficacy of
SCADA HMI memory forensics.

The remainder of this paper is organized as follows: Background,
Testbed Design and Setup, SCADA HMI Forensic Acquisition Frame-
work, Forensic Acquisition, Forensic Artifact Analysis, Ignition Forensic
Artifact Carving Tool, Evaluation, Discussion, Related Work, Conclusion
and Future Work.

2. Background

SCADA systems rely on various components and design structures to
maintain smooth and efficient functionality. This section elaborates on
these key components and examples of how they can be exploited to
compromise SCADA systems.

2.1. Programmable Logic Controllers

The introduction of computers in the 1970s revolutionized industrial
systems by replacing inflexible, hard-wired relays with reconfigurable
Programmable Logic Controller (PLC)s (Antén et al., 2017). PLCs func-
tion by reading input data from devices such as sensors and switches,
which is then processed using conditional logic to produce outputs.
Output data is then sent to devices such as relays and actuators. This I/0
data is commonly referred to as PLC tags. This execution cycle enables
real-time evaluation of physical conditions, allowing PLCs to automate
industrial machinery. Their proximity to electromechanical processing
components emphasizes their criticality in ICS, making the uninter-
rupted operation of PLCs essential to maintaining the reliability and
safety of these systems.

2.2. SCADA system architecture

SCADA systems comprise both hardware and software components
designed to remotely manage and optimize industrial processes. These
systems are expansive networked architectures that provide centralized
control over low-level components, including PLCs, distributed across
large physical areas. The scalability of SCADA systems has grown
alongside industrial demands, accommodating an increasing number of
devices and complex system requirements (O.V et al., 2024).

The gradual standardization of communication protocols has bridged
the gaps between SCADA system layers. Compatibility and scalability
have been further enhanced by the adoption of internet-based protocols,
such as Modbus TCP and OPC UA (Antoén et al., 2017). These protocols
have facilitated seamless communication between devices and allowed
SCADA-specific software to efficiently monitor and control large-scale
industrial operations.
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2.3. Human machine interfaces and ignition

HMIs enable the remote management, monitoring, and maintenance
capabilities of SCADA systems. Traditionally, these interfaces collect
data from field devices and present it to operators through graphical
displays, allowing real-time interaction with system data. Operators use
this data to perform system diagnostics, adjust processes, or generate
reports. The standardization of communication protocols and system
architectures has led to the development of widely-used SCADA HMI
software (Doumanidis et al., 2023). This evolution has also enabled the
incorporation of advanced data monitoring technologies, including
system alarms, historical data capture and trend analysis, while
reducing operational costs.

Advanced HMI software, like Inductive Automation’s Ignition,
introduce software Gateways. These Gateways are systems capable of
collecting and processing vast amounts of SCADA system data, including
running processes and PLC I/0. Multiple SCADA HMI Gateways can
operate concurrently to segment complex industrial networks or serve as
backups. They seamlessly exchange data and enable easy access through
remote web clients.

2.4. SCADA system exploitation

While the convenience and scalability of SCADA systems have driven
rapid industrial development and improvements in safety and efficiency,
the interconnectivity of these systems also introduces significant vul-
nerabilities. Initially, SCADA and ICS components were designed to
operate on heavily restricted, small-scale networks. As a result, many
components were developed with inherent security flaws, which persist
in modern-day systems (Ayub et al., 2023). Decreased physical separa-
tion within systems has increased their exposure to cyber threats,
enabling attacks to infiltrate and propagate both vertically and laterally
across layers of the ICS architecture. This risk is exacerbated by the
growing standardization within SCADA environments, allowing at-
tackers to reuse malware with minimal modification, as seen in
high-profile cases like Stuxnet. While standardized software simplifies
deployment, its perceived ease of use can lead to exploitable mis-
configurations. Exploits aimed at these systems include unauthorized
code execution, data extraction, and denial of service (DoS) attacks, all
of which can significantly disrupt operations and compromise system
integrity.

3. Testbed Design and Setup

In this section, we present an overview of the SCADA system testbed
developed for our forensic investigation. Table 1 outlines the hardware
and software components utilized in our study. The interaction and
configuration of the testbed components are illustrated in Fig. 1.

3.1. Hardware setup

Modern industrial-scale SCADA systems rely on a variety of
specialized hardware components. To simulate a diverse range of real-
world scenarios, our testbed includes an assortment of PLCs from
different manufacturers. These devices include:

e SIMATIC S7-1200 by Siemens
e Micro850 by Allen-Bradley
e ClickPLC by Automation Direct

As depicted in Fig. 1, the @ Siemens SIMATIC S7-1200 was coupled
with an ® 8 position I/0 simulator, enabling hardware-controlled input
simulation for Remote Terminal Unit (RTU) emulation. We included an
Analog Input Expansion Module to provide two additional inputs to the
® Allen-Bradley Micro850, diversifying the format of system data. The
® Automation Direct ClickPLC operated standalone. All PLCs and
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Table 1
Apparatus table depicting the hardware and software utilized throughout the
experiment.
Hardware/ Use Company Software/Model
Software Version
Micro850 PLC Testbed Field Allen Bradley 2080-L50E-24QBB
Control
ClickPLC Testbed Field Automation C0-12DD2E-2-D
Control Direct
Siemens S7-1200 Testbed Field Siemens 6ES7 212-1BE40-
PLC Control 0XBO
Ignition SCADA HMI Inductive 8.1.33
Platform Automation
Windows Server Ignition Host Microsoft Windows Server
2022 Virtual Corporation 2022 21H2 build
Machine 20348-2031
Windows Server SQL Server Microsoft 21H2 build
2022 Virtual Corporation 20348-2031
Machine
Proxmox Virtual Host VMs Proxmox Server PVE 5.15.102-1
Environment Solutions GmbH
Analog Input Testbed Field Allen Bradley 2080-1F2
Expansion Control
Module
Arduino Uno Field Device Arduino Rev3
Simulation
24VDC Field Device ANMBEST
Optocoupling Simulation
Relay
8 position Input Field Device Siemens 6ES7274-1XF30-
Simulator Simulation 0XAO0
16-port gigabit Testbed Netgear
Unmanaged Network Switch
Switch
24VDC Power Testbed Power MEAN WELL NDR-120-24
Supply
CLICK Control Logic Automation 3.43
Programming Programming Direct
Software
Connected Control Logic Allen Bradley 22.00.00
Components Programming
Workbench
Simatic STEP 7 Control Logic Siemens 17
Basic Programming
DB Browser for View SQLite DigitalOcean, LLC 3.13.99
SQLite Database
Wireshark View PCAP Files = The Wireshark 4.0.1
team
Autopsy View Disk Files SLEUTH KIT LABS 4.21.0

Supervisory Control and
Planning

)
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(a) The experimental SCADA Testbed configuration organized in relation
to standard SCADA Architecture found in Critical Infrastructure.
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relevant hardware components were powered by 24V DC power sup-
plies. To supply system inputs to the Micro850 and ClickPLC, we con-
structed a simple hardware input simulator using an @ Arduino UNO R3
and a @ relay module with octocoupler high/low level triggers. This
allowed us to supply simulated digital and analog inputs to the Micro850
and the ClickPLC in the absence of physical field devices. The Arduino
was programmed to provide a timed sequence of predefined inputs to
each PLC, allowing for controlled emulation of normal system operation
and states.

The SCADA workstation and backend database storage systems were
configured using two Windows Virtual Machine (VM)s. We hosted our
VMs using Proxmox, an open-source virtualization platform that facili-
tates the management of virtual machines, storage, and network con-
figurations. All relevant hardware is connected to the testbed network
through ethernet and a network switch.

3.2. PLC control logic

SCADA systems are utilized across diverse industries, managing
numerous critical processes. Reflecting this diversity, the control logic
implemented in the testbed consists of simple ladder logic programs
tailored to the specific hardware available to each PLC. Each program
simulates small-scale industrial control operations representative of
real-world applications.

The SIMATIC S7-1200 control logic emulates aspects of a bottle
sanitization sequence used in food and beverage processing. The
Micro850 control logic is based on mechanisms that are found in water
and wastewater treatment facilities. Lastly, the control logic of the
ClickPLC represents a simple traffic control system for a four-way
intersection, mimicking infrastructure management processes. Com-
bined, all three PLCs feature processes indicative of systems critical to
maintaining large-scale industrial operations while generating a variety
of tag data. Additionally, randomized, scripted values (within pre-
defined margins) are written to Ignition tags to emulate dynamic data
observed in real-world systems.

3.3. HMI and SCADA system infrastructure

The SCADA HMI environment in our testbed uses the Ignition plat-
form to host the Gateway, providing interactive dashboards that display
tag data and device states, accessible via a web client. The HMI also
includes OPC UA and Modbus TCP servers to facilitate communication
with PLCs and the SQL bridge. A separate Windows VM hosts the SQL
server, which stores tag history and alarms. Tag data from PLCs is
accessed through address mapping to PLC memory, with predefined

(b) The SCADA Testbed hardware setup.

Fig. 1. Comparing the SCADA Testbed hardware setup to a standard SCADA Architecture.
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access privileges. Outputs and holding registers are read/write acces-
sible for control, while tag data updates are transmitted through peri-
odic network broadcasts.

4. SCADA HMI Forensic Acquisition Framework

The SCADA HMI Forensics Acquisition Framework addresses the
central HMI Gateway workstation and three distinct modes of commu-
nication: (1) Gateway-to-Gateway, (2) Gateway-to-Client and (3)
Gateway-to-Field Controllers (PLCs). These communication modes
represent the flow of data throughout a SCADA system, encompassing
not only the information stored in PLCs from lower-layer hardware, but
also the processes and communication essential for accurate and effi-
cient system operation and monitoring. Our framework defines these
modes for data attribution in a comprehensive, structured investigation.
One of the most recognized models for defining the hierarchical archi-
tecture of ICS is the Purdue Enterprise Reference Architecture (PERA),
introduced to systematically organize ICS data with a focus on system
security (Williams, 1994). We used this model, referred to commonly as
the Purdue ICS Model, as reference throughout our work. In developing
our SCADA HMI Forensics Acquisition Framework, we considered not
only how forensic data could be soundly collected to reveal insights into
the aforementioned communication modes, but also how the data aligns
with the traditional ICS Architecture. This section defines our proposed
solution.

4.1. The SCADA HMI gateway

Modern web-based industrial systems are often managed through
SCADA HMI Gateways. This powerful system software is offered by
many vendors including Inductive Automation, Eaton, and General
Electric, among others. We define SCADA HMI Gateways as:

e Workstation(s) collecting multi-component SCADA system data for
process control and management

e Hosts for Gateway and HMI web servers, providing real-time data
visualization and interaction

e Providing management features such as alarming and data histo-
rians, enhancing convenience and system oversight.

While multiple Gateways can exist within a SCADA system to facil-
itate workload distribution and redundancy, they generally function as
centralized access points for SCADA control and monitoring. These
systems exist on Layer 2 of the Purdue ICS Model.

4.2. Gateway-to-Gateway

SCADA HMI Gateway software is responsible for hosting and man-
aging a wide range of system data related to various projects and op-
erations. Gateway-to-Gateway communication consists of the data
transferred within the SCADA HMI Gateway itself. This includes the
storage of system configuration data, access control profiles, web server
configurations for hosting project dashboards and views, and historian
and alarming configurations. The information stored and exchanged
through these Gateways provides critical insights into the SCADA sys-
tem’s architecture and functionality. They communicate key informa-
tion about the devices they are collecting data from, where data is
stored, and how data is being manipulated. Understanding Gateway-to-
Gateway communication is essential for forensic investigations, as it
reveals the underlying structure and operation of the SCADA system.

4.3. Gateway-to-Client
Remote access to ICS data is facilitated by Gateway-to-Client

communication, where remote clients connect to the web servers hos-
ted by the central Gateway workstation. These connections allow
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operators to manage and supervise industrial processes from remote
locations. Through this communication channel, remote operators can
interact with field controller data and manage system operations in real
time. Any modifications made by remote clients are efficiently relayed
back to the Gateway, ensuring seamless updates and synchronization
across the ICS. This interaction is critical for enabling operators to
monitor, control, and respond to system states, enhancing operational
flexibility and oversight.

4.4. Gateway-to-field controller

The most fundamental communication in our framework is the
transfer of data between field controllers and the Gateway. Field con-
trollers represent the lower-layer intelligent hardware devices directly
responsible for the manipulation of data for specific industrial processes
within an ICS. These devices reside in Layer 1 of the Purdue ICS model,
where PLCs operate. The Gateway initiates requests for tag data from
field controllers over communication servers. These requests are trans-
mitted directly to the field controllers, which then return the requested
data to the Gateway for further processing and monitoring. This
communication typically occurs over standardized protocols such as
Modbus TCP or device-specific protocols like S7COMM.

Field controllers process data provided by lower-layer input hard-
ware, such as sensors and switches, which reside in Layer O of the Purdue
ICS model. Notably, the Gateway can access and modify input data
directly in PLC memory, enabling real-time interaction with field de-
vices. This direct access highlights the critical role of Gateway-to-Field
Controller communication in ensuring reliable and accurate system
operation.

4.5. The SCADA HMI Forensic Acquisition Framework application

The operation of a SCADA HMI system can be broken down into the
fundamental modes of communication described in the framework:
Gateway-to-Gateway, Gateway-to-Client, and Gateway-to-Field Con-
trollers. Our testbed incorporates each of these communication modes,
aligning with the framework’s structure. Additionally, we referenced the
Purdue ICS model to determine the architectural placement of each
testbed component, as illustrated in Fig. 1a.

An analysis of the HMI forensic data we acquired and how it is re-
flected in our framework is described in Forensic Artifact Analysis. Fig. 2
presents an overview of the methodology we used to apply this frame-
work to an investigation. Forensic data was collected from the testbed’s
Ignition Gateway host, serving as the target SCADA HMI system. To
facilitate data extraction for analysis, we developed the Ignition Forensic
Artifact Carving Tool (IFACT). IFACT was designed to streamline re-
covery of Ignition HMI forensic artifacts from network traffic, memory,
and disk, offering a comprehensive view of system data and device
communication in one application.

5. Forensic Acquisition

After finalizing the testbed, a comprehensive forensic investigation
of the SCADA HMI system was conducted. This section outlines our
methodology used for collecting forensic images and data. We also
define the feasibility of our methodology in real-world SCADA HMI
environments.

5.1. Network forensics

Network packet dumps of traffic coming to and from the Ignition
Gateway were collected using Wireshark, enabling the capture of
communication between the Gateway and the three PLCs. With direct
access to network hardware, analysts could also employ port mirroring
to duplicate network traffic to a monitoring port, providing an addi-
tional layer of visibility for forensic analysis without installing
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Fig. 2. The methodology for implementing the SCADA HMI Forensic Acquisition Framework in an investigative scenario on the SCADA testbed. Forensic network,
memory, and disk data is collected from the testbed’s Ignition host workstation. Forensic artifacts are recovered by IFACT and analyzed for SCADA system

fingerprinting.
additional packet capturing software on systems.

5.2. HMI workstation disk and memory forensics

Disk and memory forensic evaluations were performed on the
workstation hosting the Ignition HMI software. Disk images were
created by accessing the storage disk for the Ignition host VM and
copying the contents to a separate disk image file. For collecting memory
dumps, we similarly used Proxmox memory dumping features through
the gemu monitor.

While tools exist for forensic data collection on physical servers, the
hosting of SCADA systems through virtualization is becoming increas-
ingly common for numerous reasons. When implementing modern
SCADA systems, virtualization offers a reduction in costs, increased
scalability, and easier maintenance. Additionally, improving the life-
span of legacy systems is often accomplished by moving to virtual en-
vironments, rather than assuming the costs of physical upgrades for
integration and scaling. Virtualization also makes the implementation of
redundant systems more practical, which is particularly desirable for
core HMI Gateways. This redundancy mitigates some risk in having to
shut down Gateway server VMs, interrupting system operation, for disk
image acquisition. With these considerations, our forensic collection
methodology for both disk and memory is feasible and can be similarly
deployed in modern virtualized SCADA environments with limited sys-
tem impact.

5.3. SQL database forensics

In industrial control networks, SCADA HMI systems like Ignition are
commonly paired with a SQL database to facilitate long-term data
storage. This database is integral for maintaining historical records and
operational backups. In our testbed, the SQL database was locally hosted
on the Ignition Gateway workstation, but it may also be hosted remotely.
During our forensic investigation, the SQL database was successfully
recovered as part of the disk acquisition process. This recovery allowed
us to directly access and analyze the stored data, providing insights into
the system’s configuration and functionality. Details of the database
analysis are discussed further in the Ignition Forensic Artifact Carving
Tool section.

6. Forensic Artifact Analysis

This section details the Ignition-relative artifacts that we were able to
recover from each forensic data source along with our analysis of these

artifacts. We describe how this data is categorized by the fundamental
modes of communication described in our framework for the purpose of
organizing and attributing data during an investigation.

6.1. Network artifacts

Network traffic analysis provided valuable insights into Gateway-to-
Field Controller communication. This traffic revealed the streams of
messages between the HMI workstation and the PLCs. SCADA HMI data
requests reveal information about the device being probed including its
IP for communication server configuration, its manufacturer, model,
and the communication protocol being utilized between them. Packet
data also reveals the values of each tag as it’s read from PLC memory.
Other packet data reveals communication with data historians.

As with traditional system fingerprinting techniques, this network
data was instrumental in identifying field devices communicating with
the central HMI Gateway over the network, the frequency of trans-
missions, and the raw data being sent. Frequency of data transmission
from the PLCs means even a relatively small timeline of network traffic
can reveal the devices, tags, and tag data for a large system. With the
nature of tag transmission, a disproportionate amount of responses and
requests can reveal anomalous system behavior.

6.2. Disk artifacts

Disk artifacts recovered from the Ignition system primarily revealed
system configuration data and resources for HMI views and dashboards.
These include the DLLs and executables used to run the HMI processes.
Correlations between tag data and view elements is stored. Resource
files, as seen in Fig. 3, also assert the most recent modification time-
stamp and the actor that performed it. We were able to recover the local
Ignition ’config.idb’ SQL database including backups. The Ignition
database stores the full tag configuration data. This includes the
communication servers, data types, tag names, history providers, and
alarming configurations. Also featured is the individual PLC communi-
cation server information. Additionally, Ignition HMI view projects
maintain a logging database that records system errors, such as tag
historian storage errors as seen in Fig. 4. These logs can serve as a crucial

{ "scope™: "G", "version": 1, "restricted": false, "overridable": true, "files": [ "view.json", "thumbnail.png" ]
, "attributes”: {"lastModification": { "actor": "admin”, "timestamp": "2024-04-16T05:12:102"}, "lastMod
ificationSignature": "dc9ad25cfb7642e73964e5b51eb1af39adfcdd6742acfaef4f24bbdc5cd37f5" } }

Fig. 3. Disk resource.json data for Designer project files.
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resource for identifying system misconfigurations or failures in data
storage and retrieval processes.

Data on disk reflects mainly Gateway-to-Gateway communication,
revealing to investigators anomalies in the Gateway’s configuration,
data propagated between Gateways, and Gateway operation failures.

6.3. Memory artifacts

Much of the Ignition system data found in memory reflects infor-
mation about resources being utilized. This includes modules, DLL
names and versions, PLC drivers, and Ignition functions and classes.
Gateway server information including port numbers, the Gateway role,
its status, and name was also recovered from memory. For the HMI web-
clients, hosted resources and web-page artifacts can be recovered.

The most notable artifacts in memory reflect the Gateway-to-Client
communication featured as messages being sent throughout the
SCADA system. This includes alarm messaging that reveals whether
alarms are currently active, the current timestamp, the relevant tag
value at the time, and whether they were acknowledged or cleared,
which is depicted in Fig. 5. System access and modification data
alongside the performing actor and timestamps can also be recovered.
Tag historian memory buffer errors can be found in memory alongside
tag data read responses, revealing whether tag history data is reliably
being stored and read. Additionally, tag path artifacts recovered from
client web views can be recovered. As depicted in Fig. 6, memory also
held the names of the PLC communication servers.

Much of this data can be cross-reference with other forensic data for
assessing anomalies when they are not properly logged in the Gateway
disk. Moreover, memory serves as a valuable resource for fingerprinting
system devices and analyzing project tags utilized in the SCADA
environment.

7. Ignition Forensic Artifact Carving Tool

To support the implementation of our framework and our investi-
gation, we developed IFACT. This tool was designed to parse valuable
artifacts from forensic images and data collected from an Ignition
SCADA HMI system running on Windows. IFACT streamlines forensic
artifact recovery and high-level analysis, providing insights into how
PLCs and their associated tag data are communicated and utilized
throughout the system without any preliminary knowledge of its
structure. We designed this tool for the purpose of efficient cross-
analysis of data through a single application, and to showcase the
range of data that SCADA HMI forensics can provide in a preliminary
investigation.

IFACT is a Windows web-based application with a Python3 back-end
for processing and an HTML/JavaScript front-end for visualizing
forensic artifacts. The tool interface is depicted in Fig. 9 and Fig. 10 of
the Appendix: IFACT. The code for the tool is available at the time of
publication and can be accessed through the following link: htt
ps://github.com/LaSeanS/IFACT.

timestmp

formatted_message

2... Errorstering tag history

. Error storing tag history d
. Error storing tag history ¢
... Errorstoring tag history d

... Errorstoring tag history

8... Errorstoring tag history

legger_name

tags.execution.actors.history
tags.execution.actors.history
tags.execution.actors.history

tags.execution.actors.history
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Network captures are filtered by IFACT to produce condensed PCAP
files featuring communication between the Ignition Gateway host and
the PLCs in the system. Our testbed featured both Modbus TCP and
S7COMM communication for reading tag data from PLC memory.
Dissection and contextual analysis of protocol data is used to distinguish
the addresses of devices behaving as PLC field devices and Ignition
Gateways.

Disk images are carved by IFACT utilizing pytsk3, the sleuthkit Py-
thon wrapper, to recover files from the Ignition directory and extract
them to a traversable local directory for the user. The file paths, sizes,
and SHA256 hash signatures are logged. These files include the Ignition
Gateway’s ’config.idb’ database file. IFACT queries this database to
provide critical system configuration data to the user.

Memory images are parsed by IFACT to produce readable Ignition
artifacts to the user using predefined text-based signatures, revealing a
range of volatile data being actively used in the system. This includes
web artifacts that are used to display HMI views and dashboards. Ex-
amples of tag path data artifacts from memory are depicted in Fig. 7.

8. Evaluation

We evaluated the efficacy of HMI forensic investigations for finger-
printing SCADA systems by assessing IFACT’s ability to recover PLC
connections and tag data from network, disk, and memory.

8.1. Network

Network artifact recovery by IFACT focuses on the lowest layer of
communication in our SCADA HMI Forensic Acquisition Framework:
Gateway-to-Field Controller. Requests for PLC tag data from the Ignition
Gateway are performed at a constant rate over the network. Packet
captures of traffic from the network interface between the Gateway
workstation and the PLCs were used in two tests. Network evaluation
validated whether IFACT was capable of identifying the addresses of
each unique device: the Gateway, and the three PLC devices. The results
confirmed IFACT’s effectiveness in recovering and analyzing network
artifacts, highlighting its ability to pinpoint device addresses and reli-
ably parse data from communication packets. The results of tests on two
network packet captures is depicted in Table 2.

8.2. Disk

Evaluation of IFACT’s performance in disk artifact recovery consid-
ered the PLC device communication server and tag configuration data
that is stored in the system. Our controlled testbed has both PLC sourced
tag and global scripting tag data that is stored for use in Ignition projects
as atomic tags. In a SCADA system, this information would be propa-
gated as Gateway-to-Gateway data. We tested IFACT’s ability to parse
this information from a raw disk image recovered from our testbed.
IFACT’s performance was compared to the baseline data stored in the
Gateway for the testbed designer project. Table 3 presents IFACT’s

level_s... level.. thread_name ..
xecution.actors.history ERROR tags-history-1 2
wecution.actors.history  ERROR tags-history-1 2
ERROR tags-history-1 2
ERROR tags-history-1 2
ERROR tags-history-1 2
ERROR tags-history-1 2

Fig. 4. Ignition database system_logs.idb for system logging found in disk.
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{"isAcked":"true", "isClear":"true", "name":
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"Low Value"™, "notes™:"",

"priority":"Critical", "source":"prov:default:/tag:Water Treatment
/Ignition Sim/tankl pH:/alm:Low Value","state":"Cleared, Acknowledged"
,"eventId":"3d9247c0-7d0f-4b38-8414-16d738f4ed36", "clearPipeline":"",

"eventValue":"7.97","deadband":"0.0"J"isActive":"false"l"label":"Low

Value"”,["activeTime":"2024-05-21 08:58:45.915-0700"|"ackNotes":"", "ack

User™:"", "eventTime":"2024-05-21 08:58:45.917-0700", "ackPipeline":"",
"activePipeline":"","clearTime":"2024-05-21 08:58:45.917-0700", "displayPath"
:"Water Treatment/Ignition Sim/tankl pH/Low Value","ackTime":"2024-05-21

08:58:45.918-0700"},

{"isAcked":"false","isClear":"false", "name":"Moderate High Value",
"notes":"","priority":"Low", "source":"prov:default:/tag:Water Treatment
/Ignition Sim/tank2 dissolved oxygen:/alm:Moderate High Value","state":

"Active,

Unacknowledged", "eventId":"8al3la6d-25ab-4793-aeb54-362a6c94996
", "clearPipeline":"", "eventValue":"17.43",

"deadband":"0.0" J"isActive":

[Ftrue™]"1abel": "Moderate High value" ["activeTime":"2024-05-21 09:10:47.147-0700"]

"ackNotes":"", "ackUser":"", "eventTime": "2024-05-21 09:10:47.147-0700",

"ackPipeline":"",K "activePipeline":"",

"clearTime":"", "displayPath":"Water

Treatment/Ignition Sim/tank2 dissolved oxygen/Moderate High Value","ackTime":""},

Fig. 5. Memory artifacts depicting active and inactive alarms.

xi " IDeVlceS/Slemens OPC UA Server/Nameh RaEel) SOH]
0sE8 Jyyy pio [SoH]
1'2'%%% 0803% ( >IR3 gy
08 Va2 apl% ( pDLE) )
LA S| MMM OIAN®)2% (@DLE] !

)il
IDev1ceS/C11ckPLC Modbus TCP Server/EnabledI pBIeE234

(a) Memory artifact

DEVICESETTINGS ID & MAME TYPE
[Fitter [Fitter [Fitter

1 Micro850 Modbus TCP Server ModbusTcp
2 ClickPLC Modbus TCP Server ModbusTcp
3 Siemens QPC TUA Server 571200

(b) Ignition SQL database entries for PLC connection server settings

Fig. 6. Memory vs Disk artifacts revealing PLC connections active in the
SCADA system testbed.

ability to recover all atomic tag and PLC data.

8.3. Memory

While evaluating memory, we considered that the most notable
memory artifacts consisted of data being used for HMI web views and
dashboards in Gateway-to-Client communication. Our evaluation
focused on IFACT’s ability to recover tags being actively utilized in
Ignition projects to present HMI views and the lifetime of this data. For
initial validation, we created "test memory dumps’ with controlled data
to serve as our baseline. To create these, memory artifacts were
extracted from actual SCADA testbed memory dumps to create
controlled memory dumps for evaluation. The results of this experiment

are captured in Table 4. IFACT was able to identify each of the three PLC
connections in both tests. For recovering tag data, we first measured the
total number of tag path artifacts each test was able to recover. Then, we
measured the total number of unique tag paths that were contained in

Table 2

IFACT network data recovery evaluation test measuring the ability of IFACT to
identify the gateway and PLC addresses alongside each tag data request and
response between the Gateway and PLCs. A checkmark denotes IFACT suc-
cessfully recovering and identifying the address attributed to the corresponding
device.

PCAP 1 Gateway Micro850 ClickPLC $7-1200
Baseline v v v v
IFACT Output v v v v
Tag Requests Tag Responses
Baseline 8338 8335
IFACT Output 8338 8335
PCAP 2 Gateway Micro850 ClickPLC $7-1200
Baseline v v v v
IFACT Output v v v v
Tag Requests Tag Responses
Baseline 2709 2709
IFACT Output 2709 2709
Table 3

The communication server and Atomic tag data recovered during IFACT disk
evaluation testing. A checkmark denotes IFACT successfully recovering server
data attributed to the corresponding device.

Micro850 ClickPLC Siemens S7-1200 Atomic Tags
IFACT v v v 42
Ignition v v v 42

"tagPath":
"tagPath":
"tagPath":
"tagPath™:
"tagPath":

"[default]Traffic Control/Outputs/EW_Red.value"

"[default] Water_Treatment/ outputs/ Pump 2 IV Converter.wvalue”
"[default]Water Treatment/Inputs/Tank 2 LLS.value"
"[default]Water_ Treatment/Inputs/Level Transmitter.value"
"[default]Water Treatment/Inputs/Tank 3 LLS"

Fig. 7. PLC tag paths as they appear carved from views in memory.
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Table 4
The PLC device communication and tag data recovered during IFACT memory
evaluation testing.

Test 1 PLCs Total Tag Paths Unique Tag Paths
Baseline 3 695 26

IFACT Output 3 695 26

Test 2 PLCs Total Tag Paths Unique Tag Paths
Baseline 3 715 26

IFACT Output 3 715 26

these artifacts.

We evaluated the lifetime of data in memory through two scenarios
to assess their impact on SCADA HMI memory forensics. In Scenario 1, 3
min after initial memory acquisition, all HMI client views and dash-
boards were closed. In Scenario 2, the Ignition Gateway application was
also terminated. Memory dumps were collected every 2 min over a 12-
min period. The results, shown in Fig. 8, reveal that while tag data
continued to populate memory in scenario 1, scenario 2 saw an imme-
diate degradation in artifact recovery. Alongside this decline in tag data
recovery, one of the testbed PLCs could no longer be identified. These
findings suggest that as long as the Ignition application remains opera-
tional, web views and associated tag data can be reliably recovered for
forensic analysis. However, once the Ignition process is stopped, even on
specialized systems, the availability of memory artifacts declines
sharply, significantly impacting forensic investigations.

9. Discussion

In the following section, we address the research questions presented
in the Introduction. Here, the purpose of our research and tool along
with the overall value of SCADA HMI forensic analysis will be
articulated.

I3
=
=
<
o 400
—~
O
2 200 . | .
=

0

0 5 10

Time (minutes)
—e— Scenario 1 —=— Scenario 2

Fig. 8. Comparison of the lifetime of Ignition web client data in memory
through two testing scenarios. Between the second and third memory dumps (3
min mark), two scenarios were executed. Scenario 1: all web client views and
dashboards are closed. Scenario 2: all web client views and dashboards are
closed and the Ignition Gateway application is terminated.
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9.1. RQI: developing a SCADA HMI forensics framework

Can a generic framework be developed for the collection of forensic evi-
dence from a centralized SCADA HMI system? The SCADA HMI Forensic
Acquisition Framework defines the nature of data communicated within
web-based SCADA HMI systems. Our acquisition process reflects a
methodology for collecting forensic data that can provide insight to
investigators on each fundamental mode of communication. With the
expansive nature of these systems, our framework guides investigators
in structured analysis of central SCADA HMI workstation data for system
fingerprinting and revealing anomalous or inconsistent data throughout
the system. Utilizing our framework provides contextual insight to sys-
tem data where inconsistencies could indicate if and how system
tampering occurred.

9.2. RQ2: system data extracted from HMI forensic artifacts

To what extent can system data be extracted from artifacts collected
during a SCADA HMI forensics investigation? Our findings indicate that
HMI forensic analysis provides a comprehensive view of the SCADA
system’s state, offering investigators a solid frame of reference. This
analysis can be leveraged to gather a wide range of information,
enabling insight into the core operations of vastly distributed SCADA
systems. Through our framework, we are also able to assert that HMI
forensics can be leveraged to analyze data across multiple layers defined
in the Purdue ICS Model.

We propose that with fingerprinting performed through the central
HMI of a SCADA system, such as Ignition, you can concisely profile the
system including the amount and manufacturers of remotely operating
devices, system configuration, active users, and the operation of devices
reflected through tags, alarming, and HMI views. This fingerprinting
capability is especially valuable when considering how vastly distrib-
uted modern SCADA systems are. Maintaining an accurate profile of a
system is essential for maintenance, security monitoring, and attack
attribution analysis. When HMI analysis is leveraged, it can assist in-
vestigators in achieving an accurate image of the devices in a system and
how they interact as a whole down to the individual process level.

9.3. RQ3: SCADA architecture forensics and anomalies

Are forensic artifacts collected from a centralized SCADA HMI environ-
ment sufficient to gather system-wide data and identify anomalous behavior
across multiple layers of the SCADA architecture? SCADA HMI monitoring
and alarming are vital for the continuous operation of a SCADA system.
However, blindly trusting and relying on the output of static ruling
systems can be as harmful as disregarding their use entirely. Proper
centralized HMI forensics, even standalone, can reveal a variety of ar-
tifacts indicating system fallout after an attack. Forensic artifacts can be
used to identify how system data is affected, and how dynamic cross-
validation can be used to develop real-time mitigation applications.
For example, identifying network artifacts of SCADA HMI Gateway-to-
Client or Gateway-to-Gateway communication could reveal evidence
of MitM attacks targeting Gateways through the websocket: a viable
attack strategy that has been explored through investigation of zero-
days in the past. Cross-analysis of network and memory view data
could reveal evidence of attacks through system inconsistencies even if
the data may otherwise circumvent static alarming.

Overall, SCADA HMI Forensics can reveal anomalous data resulting
from numerous attack types and vectors and serves as a good reference
point for investigators identifying attacks in the face of system failure.
Contextual insight using our framework could be used to dynamically
validate a system’s operation. Dynamic detection strategies are
becoming increasingly valuable in ensuring critical infrastructure
maintains sound operation in the face of sophisticated zero-days, and
forensic investigations on SCADA HMI systems can reveal how tooling
operating alongside SCADA HMI Gateway software can be developed for
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modern system resilience.
9.4. RQ4: the efficacy of SCADA HMI memory forensics

What is the lifetime of Ignition system data in memory, and what impli-
cations does this have for forensic investigations? Through our experiments,
we determined that whether or not SCADA HMI Gateway applications
are running at the time of memory acquisition can have drastic effects on
the fingerprinting capabilities of forensic analysis and overall artifact
recovery. Even on a specialized Gateway host with few processes
running, we found that data loss occurs almost immediately. In the
presence of a cyber attack, we suggest that investigators acquire memory
dumps prior to terminating the Gateway process whenever possible.

10. Related Work

In this section, we review literature on PLC and HMI Forensics fol-
lowed by SCADA System Forensics and Anomaly Detection.

10.1. PLC forensics

As the lowest layer of control, much of the research in the field of
SCADA and ICS forensics focuses on the creation of tools and method-
ologies for the specialized hardware of PLCs. Work has been conducted
to explore how network and device level PLC forensics can be used to
recover information about attacks executed on ICS environments. They
also describe the notable challenges for device-level PLC forensics
including restricted access to hardware, the obstacle of proprietary
firmware, and insufficient logging capabilities native to PLCs (Ahmed
et al.,, 2017). Since many attacks on PLCs aim to disrupt or rewrite
control logic programs or device firmware, research explores detection
of these changes. Some researchers utilized pre-existing PLC debugging
tools to acquire and analyze control logic from devices (Wu and Nurse,
2015). Network artifact analysis has also been used to accomplish this
task through the extraction of process operations from PLCs to detect
anomalies in their processes in real-time (Hadziosmanovic et al., 2014).

Other works explore how traditional network forensic analysis
techniques can be utilized to conduct remote PLC memory acquisition,
circumventing the need for risky direct access to device hardware.
Research emphasizes how access to industrial networks can be leveraged
for both investigations and attacks (Denton et al., 2017; Zubair et al.,
2022). This technique has also been used to detect control logic changes
by passing memory variables through defined rules for specific programs
(Yau, 2015). The forensic analysis of artifacts collected from PLC
memory is incredibly device specific, but researchers have established
methodologies and frameworks for the analysis process as well as
identification of the nature of information you can collect from this
memory. There have also been tools created to automate the extraction
and analysis of forensically relevant data. This is valuable due to the
tedious nature of manual memory analysis (Awad et al., 2023; Rais et al.,
2022).

10.2. HMI forensics

Related research supports the importance of considering control
systems as a valuable source of data for SCADA environment incident
response and forensic investigations. Works evaluating modern forensic
techniques describe how investigators can apply knowledge of forensic
analysis of regular IT systems to SCADA control systems. While existing
tools can be leveraged, they are still lacking for efficiently collecting
data for these systems. Additionally, a gap exists between the knowledge
of forensic investigators and the complexities of SCADA control systems,
inciting a need for methodologies to evolve proportionally (van der
Knijff, 2014).

Researchers have created collections of existing tools for forensic
analysis of a SCADA system during attack diagnosis. They point to some
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notable artifacts that should be considered during analysis of HMI
workstations. However, these works generally lack any tooling and
methodology to help speed up analysis of large SCADA systems (Mason
and Zhou, 2021; Eden et al., 2016). Considering the feasibility of col-
lecting forensic data from process control systems, research has been
done to explore remote forensic analysis. This work details the effec-
tiveness of remote acquisition techniques and the impacts imaging has
on the system (Cassidy et al., 2008).

Overall, most work in this area is limited in depth of defining the
nature of data that can be recovered in forensic analysis of SCADA
systems with a focus on the HML. Critically, they don’t provide sufficient
evidence of how it can jumpstart a forensic investigation by helping
quickly perform system fingerprinting or effects of an attack on a system.
There is little existing tooling for making the analysis process more
efficient and effective.

10.3. SCADA System Forensics and Anomaly Detection

A number of surveys have been conducted exploring the field of ICS
and SCADA forensics tooling and methodologies and how it has evolved
over the years. Research supports the importance of capturing both
online and offline analysis of forensic data to diagnose SCADA systems.
Notably, collecting the appropriate data to identify tampering between
central control systems and PLCs is valuable. As securing hardware is a
significant challenge in large, distributed industrial systems, practical
and efficient solutions for conducting forensic investigations and diag-
nosing systems is a necessity. Researchers note that many generalized
digital forensics frameworks for SCADA systems lack practical evalua-
tion and tooling to support them (Awad et al., 2018).

A comprehensive analysis of the state of digital forensics concerning
ICS was conducted by (Cook et al., 2023). Researchers drew compari-
sons between IIoT and Internet of Things (IoT) forensics, most notable
being the nature of specialized devices and propriety technology and
software. At the time of their research, they noted how the introduction
of cloud-based computing in ICS may be an area of concern for IIoT in
the future. This projection and the lack of research in the area is a reality
today. The difficulty of analyzing forensic artifacts along with a general
lack of guidance and standards in the field motivates the development of
more broadly applicable, open-source tools and techniques for con-
ducting forensic investigations (Eden et al., 2017).

To establish forensic readiness for complex SCADA systems, it is
crucial to retain knowledge of all devices and the large volumes of data
circulating on the industrial network, a task made harder as these sys-
tems evolve. Monitoring network data between PLCs and workstations is
essential for this purpose (Eden et al., 2016). Recent work has also
explored the link between ICS anomaly detection and SCADA forensics
(Cook et al., 2023). Collecting and analyzing 1/0 data aids in building
anomaly detection models, which is critical for identifying insider
threats and covert attacks that bypass access controls (McParland et al.,
2014). Behavior-based anomaly detection models also rely on broad
system data to detect anomalies, indicating the importance of devel-
oping novel anomaly identification techniques.

11. Conclusion

Our research has explored the practicality of HMI-focused forensic
investigations in providing insight to SCADA system investigators for
reference on multiple layers of the Purdue model for evaluating ICS
security. We also categorized how data collected in an HMI forensics
investigations can help fingerprint systems and identify anomalies and
inconsistencies in SCADA systems. The SCADA HMI Forensic Acquisition
Framework was created to assist investigators in determining the nature
of data that can be collected through a thorough HMI forensic investi-
gation and contextualizing it. Our framework centered around the
SCADA HMI Gateway, a popular component used in modern web-based
SCADA systems. We also categorize the fundamental forms of
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communication that can be investigated: Gateway-to-Gateway,
Gateway-to-Client, and Gateway-to-Field Controller. This framework
was supported by the evaluation of an Ignition SCADA testbed based on
real-world SCADA environments and an accompanying analysis tool,
IFACT. We also provide insight into how investigators can obtain
optimal results from memory forensic investigations on SCADA systems.

12. Future Work

Our analysis of the HMI environment in SCADA systems and the

Appendix. IFACT
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creation of a general SCADA HMI Forensic Acquisition Framework
provides a baseline for incident response investigations. Future work
will explore dynamic data evaluation for anomaly-based threat detec-
tion in SCADA systems. We hypothesize that tooling can be developed to
integrate with HMI software for advanced security monitoring through
cross-analysis of workstation data. Lastly, IFACT can be expanded to
support a wider variety of PLC and Gateway configurations for further
research and investigations.

The Ignition Forensic Artifact Carving Tool

Please provide the forensic files and images. Select "Extract Artifacts" to perform analysis.

= Views

| Select File | [ Extract Artifacts

Disk System Data RAM Tag Data RAM Device
Data
Tag Name Tag Data Tag Path
valueSource: opc "tagPath": "[default]Water_Treatment/Data/Pump_Speed.value Device
opcltemPath: "tagPath": "[default]Bottle_Sanitization/Inputs/Start.value Communication
ns=1;s=[Siemens "tagPath": " Server
gPC U]/I;B4 0.0 [default]Bottle_Sanitization/Outputs/Water_Supply_Coil.value Micro850
erver ,X0. " . it Modbus TCP
(34473426-2186-4252- dataType: Boolean “::g:z:t:": “[default]Bottle_Sanltlzatlon/Inputs/Stop.vaIue —
611 fibleetccals) hielonyRovider [default]Bottle_Sanitization/Inputs/Upside_Down_Sensor.value  Siemens OPC
Start SCADA_SQL ) o UA Server
historyEnabled: true  tagPath” -
X : [default]Water_Treatment/Outputs/Pump_1_IV_Converter.value ~ ClickPLC
tagType: AtomicTag Modbus TCP
opcServer: Ignition  "tagPath": "[default]Traffic_Control/Inputs/Stop.value SO e
OPC UA Server "tagPath": "[default|Traffic_Control/Outputs/EW_Red.value Eivel
NaN "tagPath": "
valueSource: opc [default]Water_Treatment/Outputs/Pump_2_IV_Converter.value
opcltemPath: "tagPath": "[default]|Water_Treatment/Inputs/Tank_2_LLS.value
ns=1;s=[Micro850 "tagPath": "
Modbus TCP

Server]2.BUF_I_10
dataType: Boolean
historyProvider:
SCADA_SQL

(41e6cd3e-592a-4ddc-
a58d-ba8063ddb9f8)
Tank_1_LLS

[default]Water_Treatment/Inputs/Level Transmitter.value
"tagPath": "[default]Water_Treatment/Inputs/Tank_3_LLS.value
"tagPath": "[default]Water_Treatment/Inputs/Tank_3_LHS.value
"tagPath": "[default]Water_Treatment/Outputs/Heater.value

Fig. 9. IFACT front page interface after analysis
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¥ Ignition Forensic Artifact Carving Tool (IFACT)
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Network Artifacts

Search:
Modbus
TCP Function §7 Comm
Stream Code Parameter Data 1
e 3: Read N/A Layer MODBUS : .000
Holding 0011 = Function Code:
Registers Read Holding
Registers (3)
Reference Number:
121 Word Count: 1
3 1: Read N/A Layer MODBUS : .000
Coils 0001 = Function Code:
Read Coils (1)
Reference Number:
8224 Bit Count: 9
4 N/A Parameter: Layer STCOMM :
(Read Var) Header: (Job) Protocol

Id: 0x32 ROSCTR:
Job (1) Redundancy
Identification
(Reserved): 0x0000
Protocol Data Unit
Reference: 509
Parameter length: 26
Data length: 0
Parameter: (Read Var)
Function: Read Var
(0x04) Item count: 2

Fig. 10. IFACT network artifact view

= Views
TCP TCP
Src Dest
No. 7 Length Source Destination Port Port
1 66 96.125.114.43 96.125.114.50 49692 502
(HOST)
2 66 96.125.114.43  96.125.114.59 49693 502
(HOST)
3 97 96.125.114.43  96.125.114.52 49691 102
(HOST)
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